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Multicast Routing Model to Minimize Number of Flow Entries in
Software-Defined Network
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SUMMARY The Software-defined network (SDN) uses a centralized
SDN controller to store flow entries in the flow table of each SDN switch;
the entries in the switch control packet flows. When a multicast service is
provided in an SDN, the SDN controller stores a multicast entry dedicated
for a multicast group in each SDN switch. Due to the limited capacity of
each flow table, the number of flow entries required to set up a multicast tree
must be suppressed. A conventional multicast routing scheme suppresses
the number of multicast entries in one multicast tree by replacing some
of them with unicast entries. However, since the conventional scheme
individually determines a multicast tree for each request, unicast entries
dedicated to the same receiver are distributed to various SDN switches if
there are multiple multicast service requests. Therefore, further reduction
in the number of flow entries is still possible. In this paper, we propose a
multicast routing model for multiple multicast requests that minimizes the
number of flow entries. This model determines multiple multicast trees
simultaneously so that a unicast entry dedicated to the same receiver and
stored in the same SDN switch is shared by multicast trees. We formulate
the proposed model as an integer linear programming (ILP) problem. In
addition, we develop a heuristic algorithm which can be used when the ILP
problem cannot be solved in practical time. Numerical results show that the
proposed model reduces the required number of flow entries compared to
two benchmark models; the maximum reduction ratio is 49.3% when the
number of multicast requests is 40.
key words: SDN, multicast, flow entry, integer linear programming

1. Introduction

Multicast communication supports applications that send the
same information to multiple receivers, such as video con-
ferencing and collaborative work applications, and reduces
the traffic load in the network. In Internet protocol (IP) mul-
ticast [1]–[3], multicast groups are managed and identified
by IP addresses. Receivers join and become members of
multicast groups by using the Internet group management
protocol (IGMP) [4], [5]. Since each router autonomously
determines the route on which multicast packets are trans-
mitted, the sender of a multicast service cannot control the
transmission route of the packets. Furthermore, the sender
cannot manage the members of the multicast group.

Software-defined network (SDN) has attracted attention
due to its superior packet flow control functionality [6], [7].
The sender of a multicast service can take control of the
multicast group by using the SDN technology. In an SDN,
the SDN controller creates flow entries that determine the
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operation of SDN switches. Flow entries are stored in a
flow table of each SDN switch. The procedure for providing
multicast communication in an SDN is described below. The
sender first specifies the receivers as a multicast group, and
sends the receivers’ IP addresses to the SDN controller. The
SDN controller then assigns a new IP address to themulticast
group, and determines the packet transfer route from the
sender to the receivers. The route connecting the sender and
each receiver forms themulticast tree of themulticast service.
After determining the multicast tree, the SDN controller
stores flow entries for the multicast tree in SDN switches
located on the tree. The SDN controller then notifies the
sender of the IP address assigned to the multicast group.
The sender sends the multicast packets to the notified IP
address. The SDN switches forward the packets according
to the flow entries stored in the flow tables. Finally, the
packets are forwarded to the receivers in the multicast group.

SDN switches have limited flow table capacity, so their
efficiently use is essential [8], [9]. When a multicast service
request arises, flow entries for the IP address allocated to the
multicast group of the multicast service request are stored
in the appropriate SDN switches. Hereafter, a flow entry
for unicast is called a unicast entry, and that for multicast is
called a multicast entry. Unicast entries andmulticast entries
are collectively called flow entries. A multicast entry is
specific to a multicast group and cannot be shared with other
multicast and unicast services. Although using multicast
entries leads to more effective use of flow table capacity
than forwarding packets to all receivers via unicast, flow
table capacity can become scarce by using only multicast
entries when multiple multicast services are established. If
a receiver participates in multiple multicast groups, there is
a chance of reducing the number of required flow entries
by using unicast entries instead of multicast entries since
unicast entries can be shared by multiple services. SDN
switches use ternary content addressable memory (TCAM).
While TCAM excels in packet high-speed processing, it is
more expensive per megabit and consumes more power than
random access memory (RAM) [10], [11]. This makes it
difficult to increase the capacity of TCAM used in the SDN
switch; the number of flow entries that can be stored in the
flow table is restricted. For the above reasons, there is a
need to efficiently use the limited flow table capacity when
accommodating multicast services.

Humernbrum et al. [12] presented a scheme for de-
termining the multicast tree that suppresses the number of
required multicast entries and the type of flow entries stored
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in each node for one multicast request in the SDN. In this
scheme, unicast entries are stored in SDN switches, instead
of multicast entries, in the section between each receiver and
the nearest branch point to that receiver. This suppresses the
total number of multicast entries stored in the SDN switches
in the network. However, in this scheme, whenmultiple mul-
ticast services are requested, unicast entries dedicated to the
same receiver can be distributed to various SDN switches.
As a result, the scheme cannot effectively reduce the total
number of flow entries.

Lin et al. [13] presented a locality-aware multicast ap-
proach (LAMA) that determines multicast trees and the type
of flow entries stored with the aim of suppressing their total
number. In LAMA, an SDN controller first clusters the mul-
ticast senders located in the vicinity into the same multicast
cluster. For each multicast cluster, the SDN controller se-
lects the SDN switch that has the fewest hops to all multicast
senders as its rendezvous point (RP), and then constructs
a shortest-path multicast tree from the RP to its receivers.
The controller stores flow entries in the SDN switches on
the multicast tree of each cluster. In the switches located
between each sender and the corresponding RP, the con-
troller stores flow entries dedicated to each sender of the
cluster. In the switches located between the RP and re-
ceivers, the controller stores flow entries dedicated to each
cluster. LAMA suppresses the number of stored flow entries
since flow entries dedicated to each cluster, which includes
multiple senders, are used instead of flow entries dedicated
to each sender. However, if the number of senders that can
be clustered is small due to a large number of hops between
senders, LAMA cannot efficiently suppress the total number
of flow entries since the number of clusters is large.

This paper proposes a routing model that can determine
multicast trees simultaneously while minimizing the total
number of flow entries for multiple multicast requests. In
this model, a unicast entry for the same receiver can be
shared among multiple multicast trees in an SDN switch.
The proposed model minimizes the total number of flow
entries regardless of the number of hops between senders.
We formulate the problem of determining multicast trees
while minimizing the total number of flow entries as an
integer linear programming (ILP) problem. We solve the ILP
problem to compare the proposedmodelwith two benchmark
models in terms of the total number of flow entries required
to accommodate multiple multicast trees. The results show
that the proposed model reduces the total number of flow
entries more effectively than the benchmark models.

This paper is an extended version of [14]. The ex-
tensions to the work in [14] are as follows. We prove the
NP-completeness of the decision version of the multicast
tree routing problem in the proposed model. We develop
a heuristic algorithm for the proposed model that runs in
practical time. We evaluate the number of flow entries and
computational time.

The rest of the paper is organized as follows. Section 2
describes the conventional scheme. Section 3 describes the
proposed model. Section 4 evaluates the total number of

flow entries by applying the proposed model. Finally, we
summarize this paper in Sect. 5.

2. Conventional Scheme

In the research [12], a scheme for determining the multicast
tree that suppresses the number of required multicast entries
and the type of flow entries stored in each node for a single
multicast request was presented. The scheme assumes that
the multicast tree is a shortest path tree (SPT) in terms of hop
number. A multicast entry is stored in a node if multicast
packets destined to two or more receivers pass through the
node. Figure 1 shows an example of its operation in multi-
cast communication. In Fig. 1, the multicast group includes
receivers 0 and 1. “multi” represents a multicast entry and
“uni (Receiver x)” represents a unicast entry dedicated to
receiver x. The red arrow indicates the multicast tree. At
first, the tree is constructed by using only multicast entries.
Then, multicast entries in nodes 1 and 7 are replaced by a
unicast entry dedicated to receiver 0 and multicast entries in
nodes 3, 4 and 8 are replaced by unicast entries dedicated to
receiver 1. Rewriting the destination IP address of a multi-
cast packet addressed to the multicast group to the IP address
of each receiver in node 0 yields multicast communication
to receivers 0 and 1. The multicast packet is transmitted in
the same way as a unicast packet in the section between node
0 and each receiver.

In the scheme, the tree that minimizes the number of
hops from the sender to each receiver is used as the multicast
tree. The authors developed the branch-aware modification
(BAM) algorithm to search the SDN switches at which uni-
cast entries should be stored instead of multicast entries in a
multicast tree. By applying the BAM algorithm to an SPT,
the flow entries stored in each SDN switch are determined.
There can be multiple SPTs for one combination of sender
and receivers. The authors compared the performance in
terms of the number of multicast entries by using the fol-
lowing algorithms. The first algorithm finds an SPT so as to
decrease the number of hops between receivers on the tree.

Fig. 1 Operation of multicast communication in SDN (rewriting destina-
tion IP address of packet in node 0.)
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Fig. 2 Example of multicast trees yielded by EBSPT algorithm.

This algorithm is called the destination driven SPT (DDSPT)
algorithm. The second algorithm finds an SPT so as to in-
crease the number of hops between receivers on the tree.
This algorithm is called the early branching SPT (EBSPT)
algorithm. The DDSPT algorithm was developed in [15]
and the EBSPT algorithm was developed by modifying the
DDSPT algorithm in [12]. An SPT obtained by the EBSPT
algorithm tends to branch at nodes closer to the sender node
than that found by the DDSPT algorithm. Therefore, the
SPT obtained by the EBSPT algorithm tends to have many
links where a flow to a single receiver is transferred. When
the BAM algorithm is applied to the above SPTs, the EB-
SPT algorithm can achieve fewer multicast entries than the
DDSPT algorithm. In the scheme, the type of flow entries
stored in each node is determined by applying the EBSPT
algorithm and the BAM algorithm to a multicast request.

In general networking operation, there may be multiple
multicast requests. When we apply the scheme to multiple
multicast requests, we need to individually compute each
multicast tree. Figure 2 shows an example of providing two
multicast trees when there are two multicast requests and the
EBSPT algorithm is applied to each multicast request. In
Fig. 2, multicast group 0 includes sender 0 and receivers 0
and 1, and multicast group 1 includes sender 1 and receivers
1 and 2. “multi” represents a multicast entry and “uni (Re-
ceiver x)” represents a unicast entry dedicated to receiver
x. The red and green arrows show multicast trees 0 and
1, respectively. At first, each of the trees is constructed by
using only multicast entries. Then, in multicast tree 0, mul-
ticast entries in nodes 1 and 7 are replaced by unicast entries
dedicated to receiver 0, and multicast entries in nodes 3, 4
and 8 are replaced by unicast entries dedicated to receiver 1.
On the other hand, in multicast tree 1, multicast entries in
nodes 1, 2 and 8 are replaced by unicast entries dedicated to
receiver 1, andmulticast entries in nodes 3 and 9 are replaced
by unicast entries dedicated to receiver 2. In multicast tree 0,
by rewriting the destination IP address of a multicast packet
addressed to multicast group 0 to the IP address of each re-
ceiver in node 0, multicast communication from sender 0 to
receivers 0 and 1 is realized. In multicast tree 1, by rewriting

the destination IP address of a multicast packet addressed to
multicast group 1 to the IP address of each receiver in node 0,
multicast communication from sender 1 to receivers 1 and 2
is realized. If unicast entries dedicated to the same receiver
are set in the same node by different multicast trees, only
one unicast entry dedicated to the receiver is stored in the
node and shared by the different multicast trees. However, in
Fig. 2, unicast entries dedicated to receiver 1 are distributed
to nodes 1, 2, 3, and 4. Only the unicast entry stored in node
8 is shared by multicast trees 0 and 1. If the flow from sender
1 to receiver 1 in multicast tree 1 is changed to the route that
traverses nodes 5, 0, 1, 4, and 8, the unicast entry dedicated
to receiver 1 stored in node 4 can be shared by multicast trees
0 and 1. This indicates that, in the example of Fig. 2, unicast
entries cannot be shared effectively; there still remains the
possibility of reducing the number of flow entries.

3. Proposed Model

3.1 Model Description

We describe the proposed model in this section. The pro-
posed model determines multicast trees that minimizes the
total number of flow entries when multiple multicast service
requests occur in an SDN, under the constraint that different
multicast trees are allowed to share a unicast entry dedicated
to the same receiver stored in the same node.

We assume that a sender host and a receiver host are
connected to a node with zero hop. A node connected by
a sender host is called a sender node and that connected by
a receiver host is called a receiver node. For simplicity, we
assume that the maximum number of senders or receivers
directly connected to one SDN switch in a single multicast
tree is one.

Directed graph G(V, E) represents the SDN as a set of
nodes V and a set of links E. A set of multicast trees is
denoted by R. A set of receivers in multicast tree r ∈ R is
denoted by Kr . The set of receivers in all multicast trees is
denoted by K , where K =

⋃
r ∈R Kr . The sender node of

multicast tree r ∈ R is denoted by sr ∈ V , and the node of
receiver k ∈ K is denoted by dk ∈ V .

We explain how to set flow entries by using Fig. 3,
which shows two multicast trees in a ten-node network; a
red arrow for multicast tree 0 and a green arrow for multicast
tree 1. Receivers 0, 1, and 2 are located at nodes 7, 8, and
9, respectively (d0 = 7, d1 = 8, d2 = 9). In multicast tree
0, the sender node is node 5 (s0 = 5). The set of receivers
in multicast tree 0, K0, consists of receivers 0 and 1. In
multicast tree 1, the sender node is node 6 (s1 = 6). The
set of receivers in multicast tree 1, K1, consists of receivers
1 and 2. In multicast tree 0, multicast entries dedicated to
this tree are set in nodes 5, 0, 1, 4, 7, and 8. Here, multicast
packets from sender s0 are correctly transferred to receiver
d0 by the following operations.

• Rewrite the destination IP address of the packets to that
of d0 at node 1
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Fig. 3 Example of multicast trees yielded by proposed model.

• Replace the multicast entry stored in node 7 with a
unicast entry for d0

In the same way, the multicast entries set in nodes 4 and 8
can be replaced with unicast entries for d1. In multicast tree
1, multicast entries dedicated to this tree are set in nodes 6, 0,
3, 4, 8, and 9. As with multicast tree 0, the multicast entries
in nodes 4 and 8 can be replaced with unicast entries for
d1, and the multicast entry in node 9 can be replaced with a
unicast entry for d2. When we simultaneously accommodate
these multicast trees 0 and 1 in the SDN, considering the
case where all flow entries stored in the SDN switches are
multicast entries, the total number of flow entries is 12.
However, by replacing the flow entries stored in nodes 7,
4, 8, and 9 with unicast entries for each receiver, multicast
trees 0 and 1 can share the unicast entries stored in nodes
4 and 8, and the total number of flow entries is 10. When
multiplemulticast trees are accommodated in the SDNas this
example, the total number of flow entries can be reduced by
replacing multicast entries with unicast entries and sharing
the unicast entries among multiple multicast trees.

Note that we mainly focus on the number of flow en-
tries in the proposed model since the flow table capacity
can become a bottleneck to operate SDN networks, as de-
scribed in Sect. 1. The proposed model can output multicast
trees that branch near the source node since the proposed
model stores unicast entries in SDN switches if it promotes
the sharing of unicast entries among multiple multicast trees
and suppresses the total number of flow entries. There-
fore, the proposed model can yield packet transmission with
lower efficiency than when multicast trees branch as close
the destination nodes as possible. The proposed model can
be expanded to consider packet transmission efficiency by
adding additional parameters and constraints. Similarly, the
proposed model can be expanded to include other network
limitations, such as latency and throughput.

3.2 ILP Formulation

We formulate the proposed model to determine multicast

trees presented in Sect. 3.1 as an ILP problem.
We define decision variables and parameters used in

this formulation as follows. xrv is a binary decision variable
that is set to 1 if a multicast entry of multicast tree r ∈ R
is stored in node v ∈ V , and 0 otherwise. ykv is a binary
decision variable that is set to 1 if a unicast entry for receiver
k ∈ K is stored in node v ∈ V , and 0 otherwise. qrkuv
is a binary decision variable that is set to 1, in multicast
tree r ∈ R, if the packet flow for receiver k ∈ Kr passes
through link (u, v) ∈ E, and 0 otherwise. wruv is a binary
decision variable that is set to 1 if link (u, v) ∈ E is included
in multicast tree r ∈ R, and 0 otherwise. zrkv is a binary
decision variable that is set to 1 if one or more flow entries
for receiver k ∈ Kr in multicast tree r ∈ R are stored in node
v ∈ V , and 0 otherwise. e is a sufficiently small positive
number.

The objective function to minimize is given as:

Min
∑
r ∈R

∑
v∈V

xrv + (1 − e) ×
∑
k∈K

∑
v∈V

ykv . (1)

The first term represents the total number of multicast entries
stored in all nodes in all multicast trees. The second term
excluding (1 − e) represents the total number of unicast en-
tries for each receiver stored in all nodes. By multiplying the
second term by a number slightly smaller than one, unicast
entries are stored with high priority when the total number
of flow entries does not change, no matter whether the flow
entry stored in the node is a multicast entry or a unicast entry.

The constraints are given by (2)–(12), as shown below.∑
u∈V :(v,u)∈E

qrkvu −
∑

u∈V :(u,v)∈E

qrkuv

=




1 if v = sr, v , dk

−1 if v = dk, v , sr
0 otherwise,

∀v ∈ V,∀r ∈ R,∀k ∈ Kr

(2)

qrkuv + qrkvu ≤ 1,∀(u, v), (v, u) ∈ E,∀r ∈ R,∀k ∈ Kr

(3)

Equation (2) preserves the packet flow from sender to re-
ceiver. Equation (3) is a constraint that does not allow a
packet flow to return to the previous hop node.

qrkuv ≤ wruv,∀(u, v) ∈ E,∀r ∈ R,∀k ∈ Kr (4)
wruv ≤

∑
k∈Kr

qrkuv,∀(u, v) ∈ E,∀r ∈ R (5)∑
u∈V :(u,v)∈E

wruv ≤ 1,∀r ∈ R,∀v ∈ V (6)∑
u∈V :(u,v)∈E

qrkuv = zrkv,∀v ∈ V\{sr },∀r ∈ R,∀k ∈ Kr

(7)∑
u∈V :(sr ,u)∈E

qrksru = zrksr ,∀r ∈ R,∀k ∈ Kr (8)

Equations (4) and (5) represent the link utilization in each
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multicast tree. Equation (6) indicates that the number of
nodes from which packets are transferred to node v ∈ V is at
most one in multicast tree r ∈ R. This constraint prohibits
the existence of loops in multicast tree r ∈ R. Equations (7)
and (8) indicate whether there is a flow entry for receiver
k ∈ Kr of multicast tree r ∈ R in each node.

2 × xrsr ≤
∑
k∈Kr

∑
u∈V :(sr ,u)∈E

qrksru,∀r ∈ R (9)

2 × xrv ≤
∑
k∈Kr

∑
u∈V :(u,v)∈E

qrkuv,∀v ∈ V\{sr },∀r ∈ R

(10)

Equations (9) and (10) indicate whether a multicast entry is
stored in each node.

zrkv − xrv ≤ ykv,∀v ∈ V,∀r ∈ R,∀k ∈ Kr (11)

Equation (11) indicates whether a unicast entry is stored in
each node.

zrku−xru+qrkuv−1 ≤ ykv,∀(u, v) ∈ E,∀r ∈ R,∀k ∈ Kr

(12)

Equation (12) indicates, when a unicast entry for receiver
k ∈ Kr is stored in a node once in multicast tree r ∈ R,
unicast entries for receiver k ∈ Kr are stored in all nodes
from the node to receiver k’s node. This constraint prohibits
a packet once transferred by using unicast entries from being
transferred again through the use of multicast entries.

3.3 NP-Completeness

We prove that the decision version of the multicast tree rout-
ing problem in the proposed model is NP-complete. We
define the multicast tree routing problem to minimize the
number of flow entries (MTR-M) as follows:

Definition: When network topology G(V, E), a set of
multicast service requests R, a source node sr ∈ V of each
service r ∈ R, a set of receivers K , a set of receivers Kr of
each service r ∈ R, and the nodes dk ∈ V of each receiver
k ∈ K are given, is there any routing of multicast trees for
|R| service requests such that the total number of flow entries
is at most f ?

Theorem: The MTR-M problem is NP-complete.
Proof: First, we show that theMTR-Mproblembelongs

to NP.When an instance ofMTR-Mproblem is given, we can
calculate the total number of multicast entries in O(|R| |V |)
and the total number of unicast entries in O( |K | |V |). There-
fore, we can verify whether the total number of flow entries is
at most f in polynomial time O(( |R| + |K |) |V |). Therefore,
the MTR-M problem belongs to NP.

Next, we show that the minimum Steiner tree problem
under the condition that all edge weights are equal, which is
a known NP-complete problem [16], can be reduced to the
MTR-M problem in polynomial time. The minimum Steiner
tree problem as a decision problem is defined as: given
undirected graph G′(V ′, E ′), a set of vertices T ⊆ V ′, and

weights of edges in E ′, is there any tree in G′ that includes
all the vertices of T ⊆ V ′ and whose sum of edge weights is
at most g?

We construct an instance of the MTR-M problem from
any instance of the minimum Steiner tree problem. An in-
stance of theMTR-Mproblem is constructedwith the follow-
ing algorithm, which runs in polynomial timeO(|V ′ |+ |E ′ |).

1. Let undirected graph G′(V ′, E ′) correspond to network
topology G(V, E). Each undirected link in E ′ is con-
verted to two directed links that connect the same pair
of nodes in E at different directions.

2. Set |R| = 1. Let the number of receivers in r ∈ R be
|K | = |Kr | = |T | − 1.

3. Let one of the nodes in T ⊆ V ′ be the sender node of
multicast request r , sr ∈ V , and the other |T | − 1 nodes
in T ⊆ V ′ be the receiver nodes of multicast request r ,
dk ∈ V , where k = 1, 2, · · · , |Kr |.

4. Let the weight of all edges be 1.
5. Let f be g + 1.

If the instance of the minimum Steiner tree problem is
a Yes instance, there is a tree that includes all the vertices of
T ⊆ V ′ in G′ and whose sum of edge weights is at most g.
At this time, in the corresponding MTR-M instance, there
is a route that connects the sender node of the multicast
request, sr ∈ V , and the receiver nodes of r , dk ∈ V , where
k = 1, 2, · · · , |Kr |. Since we consider one multicast request,
a unicast entry dedicated to receiver node dk ∈ V is stored in
each node on themulticast tree if a flow to one receiver passes
through the node, and amulticast entry dedicated tomulticast
request r ∈ R is stored in each node on the multicast tree
if a flow to two or more receivers passes through the node.
The total number of flow entries placed on the network is
at most g + 1 = f . This shows that there is a multicast
tree assignment in which the total number of flow entries is
at most f . Therefore, the corresponding MTR-M problem
instance is a Yes instance.

Conversely, if the MTR-M instance is a Yes instance,
there is a multicast tree routing for |R| service request (|R| =
1) in which the total number of flow entries is at most f .
Moreover there are at most f nodes that have a unicast or
multicast entry in the network. Let W ⊆ V denote a set of
these nodes. Let F ⊆ E denote a set of links in the multicast
tree. Graph G′′(W, F) is a subgraph of G. G′′ includes
at most f nodes. This means that, in the corresponding
instance of the minimum Steiner tree problem, there is a
tree containing all the vertices of T ⊆ V ′. Since all edge
weights are 1, the sum of edge weights of the tree is at most
f − 1 = g. Therefore, the corresponding instance of the
minimum Steiner tree problem is a Yes instance.

In summary, the MTR-M problem belongs to NP and
the minimum Steiner tree problem, which is a known NP-
complete problem, can be reduced to the MTR-M problem
in polynomial time. Therefore, the MTR-M problem is NP-
complete. �
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4. Heuristic Algorithm

As the scale of the problem grows, the ILP problem intro-
duced in Sect. 3.2 can become intractable. In this section,
we present a heuristic algorithm, named the “two-step algo-
rithm,” to obtain multicast trees by using the proposedmodel
in a practical time even when the problem scale is large.

4.1 Overview

Algorithm 1 shows the two-step algorithm. This algorithm
determines routes of all pairs of sender and receiver in all
multicast requests before the type of flow entries stored in
each node is determined. This algorithm is composed of two
steps.

The first step consists of lines 1 to 13 in Algorithm 1.
This step determines all muticast trees so that as many links
where flows to the same receiver pass through as possible
are overlapped for different multicast requests. Using these
trees promotes the sharing of unicast entries dedicated to the
same receiver among different multicast requests.

The second step consists of lines 14 to 34 in Algo-
rithm 1. This step determines the type of flow entries stored
in each node for realizing all multicast requests. We deter-
mine the type of flow entries stored in each node so that the
total number of flow entries is as small as possible by shar-
ing unicast entries dedicated to the same receiver between
different multicast requests.

4.2 Step 1 in Two-Step Algorithm

Step 1 starts by computing a multicast tree for every receiver
node by assuming that sender nodes and receiver nodes are
interchanged. We call this multicast tree “an interchanged
tree” hereafter. Next, we determine multicast trees for origi-
nal multicast requests by computing paths on which a sender
node and receiver nodes of each original multicast request
are connected via “interchanged trees.” The details of step 1
in the two-step algorithm are explained as follows.

sreverse is a receiver node in original multicast requests,
which is set to a sender node of an “interchanged tree.” For
receiver k ∈ K , sreverse is set to dk . R′ is a set of multicast
requests where k is contained in the set of receivers Kr .
Preverse is a set of sender nodes sr for all multicast requests
r ∈ R′. We apply the DDSPT algorithm by setting the
sender node to sreverse and receiver nodes to Preverse to obtain
an “interchanged tree” for receiver k. The DDSPT algorithm
finds an SPT that tends to branch at nodes close to receivers
so as to decrease the number of hops between receivers on
the tree. Therefore, by applying the DDSPT algorithm, the
number of links, through which multiple multicast flows
destined to the same receiver pass, tends to be large, which
leads to enhanced sharing of unicast entries dedicated to
receiver k ∈ K . The paths connecting sreverse and each
node in Preverse in the “interchanged tree” are used as the
paths connecting receiver node dk of the original multicast

requests r and sr . Finally, in line 8 to 13 in Algorithm 1, the
multicast trees of the original multicast requests are formed
by the “interchanged trees” obtained in lines 1 to 7.

4.3 Step 2 in Two-Step Algorithm

Step 2 determines the type of flow entries stored in each
node. Its details are as follows.

Rv is the set of multicast requests that pass through node
v . We determine the type of flow entries stored in each node,
v ∈ V , to form multicast requests whose multicast trees pass
through v . Nodes in V are processed in ascending order of
the number of receivers located downstream of node v in
multicast request r ∈ Rv . If multicast request r ∈ Rv cannot
be formed by unicast entries already stored in node v , we
compare the following two numbers to determine the type
of additional flow entries stored in node v . Assume that
we need to store one or more additional unicast entries in
v to realize multicast request r ∈ Rv . One number is the
number of additional unicast entries stored in v , which is
represented by a − b in Algorithm 1. The other number is
the number of multicast requests which can be realized by
using all unicast entries in v , including the additional ones,
which is represented by c in Algorithm 1. a is the number of
receivers located downstream of node v in multicast request
r ∈ Rv . b is the number of receivers located downstream
of node v in multicast request r ∈ Rv and whose dedicated
unicast entries are already stored in node v . If a − b < c,
the increase in the number of flow entries can be suppressed
by storing additional unicast entries instead of new multi-
cast entries. Therefore, unicast entries dedicated to receiver
k, which is located downstream of node v in multicast re-
quest r ∈ Rv , are stored in all nodes located between node v
and receiver node dk for every receiver located downstream
of node v in multicast request r ∈ Rv . If a − b = c, the
increase in the number of flow entries created by the addi-
tional unicast entries is equal to the increase in the number of
flow entries yielded by storing new multicast entries. In this
case, unicast entries are stored in the same way as the case
of a − b < c to promote the sharing of the unicast entries
among multiple multicast trees. If a − b > c, the increase
in the number of flow entries can be suppressed by storing
new multicast entries instead of additional unicast entries.
Therefore, multicast entries dedicated to multicast request
r ∈ Rv are stored in all nodes located between sender node
sr and node v . Lines 15 to 32, in which we determine the
type of flow entries stored in each node, are repeated for all
nodes in descending order of the number of flows passing
through the node.

5. Numerical Results

5.1 Environment

We call the proposed model “multicast routing considering
all requests (MR-A)” in this section.
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Algorithm 1 two-step algorithm
Input: Network G(V, E ), sender node sr ∈ V , set of receivers Kr of

multicast request r ∈ R, and set of receivers K of all multicast requests
r ∈ R

Output: Flow entries in each node v ∈ V
1: for receiver k ∈ K do
2: sreverse = dk
3: R′ = a set of multicast requests where k is contained in a set of

receivers Kr

4: Preverse = a set of sender nodes sr of all multicast request r ∈ R′

5: Apply the DDSPT algorithm by setting the sender node to sreverse
and receiver nodes to Preverse

6: Store paths that connect sreverse and nodes in Preverse
7: end for
8: for multicast request r ∈ R do
9: for receiver k ∈ Kr do
10: Determine path that connects sr ∈ V and dk by using the stored

paths
11: end for
12: Determine the multicast tree in multicast request r
13: end for
14: for v ∈ V in descending order of the number of flows passing through

v do
15: if there are one or more flows passing through node v then
16: Rv = a set of multicast requests which pass through node v
17: for r ∈ Rv in ascending order of the number of receivers located

downstream of node v do
18: if r cannot be constructed by unicast entries already stored in

node v then
19: a = the number of receivers located downstream of node

v in multicast request r
20: b = the number of receivers located downstream of node v

in multicast request r and whose dedicated unicast entries
are already stored in node v

21: c = the number of multicast requests that can be realized
by using all unicast entries stored in node v, including
those need to be additionally stored in v to realize multicast
request r ∈ Rv by using only unicast entries

22: if a − b ≤ c then
23: for receivers k reached from node v in multicast request

r do
24: Store unicast entry dedicated to receiver k in every

nodes from v to dk
25: end for
26: end if
27: if a − b > c then
28: Store multicast entry dedicated to multicast request r

in every nodes from sr to v
29: end if
30: end if
31: end for
32: end if
33: end for

We evaluate the total number of flow entries with re-
spect to the number of multicast requests for benchmark
models and MR-A. Furthermore, under the condition that
the number of multicast requests is fixed, we evaluate the
ratio of the number of multicast entries to that of unicast
entries in each case of applying the benchmark models and
MR-A.

In this evaluation, we use the National Science Foun-
dation (NSF) network topology with 14 nodes and 21 bidi-
rectional links shown in Fig. 4; it is often used for network
simulations [17]–[19]. We use the number of flow entries,

Fig. 4 NSF network.

computation time, ratio of the type of flow entries, and the
number of flows as the evaluation metrics. The number of
receivers in each multicast request is set to a random inte-
ger from 1 to 10. We assume that there is no upper limit
on the number of storable flow entries of each node nor on
the bandwidth of each link. For each multicast request, we
first determine the sender node randomly and then choose
the receiver nodes randomly from the remaining nodes. The
number of senders or receivers in one node is at most one.

The hardware platform uses an Intel Xeon E3-1270 v6
3.80GHz 4-core CPU and 64GB RAM to solve the ILP
problems and the heuristic algorithms. The ILP problems
are solved by using CPLEX® Interactive Optimizer 12.8.0.0
[20].

5.2 Benchmark Models

In this numerical evaluation, in addition to MR-A with ILP
and MR-A with the two-step algorithm, we introduce three
benchmarkmodels that determinemulticast trees one by one.

Benchmark model 1 is based on the conventional
scheme in [12]. Benchmark model 1 determines each mul-
ticast tree by using the EBSPT algorithm. Flow entries
stored in each node are determined based on the multicast
trees under the condition that different multicast trees can
share unicast entries dedicated to the same receiver. We call
benchmark model 1 “multicast routing considering individ-
ual requests with the EBSPT algorithm (MR-IE).”

One may consider that the total number of flow entries
can be decreased efficiently by minimizing the number of
flow entries in each multicast tree. Therefore, we introduce
benchmark model 2. Benchmark model 2 determines each
multicast tree so as to minimize the total number of flow
entries for the multicast request. In this model, we determine
each multicast tree by solving the ILP problem in (1)–(12)
under the condition that the number of multicast requests
|R| is one. We call benchmark model 2 “multicast routing
considering individual requests with ILP (MR-II).”

Benchmark model 3 uses the DDSPT algorithm to de-
termine a multicast tree. We call benchmark model 3 “multi-
cast routing considering individual requests with the DDSPT
algorithm (MR-ID).” The reason we introduce MR-ID is that
the number of flows in a link can be suppressed by using the
DDSPT algorithm since the DDSPT algorithm finds a mul-
ticast tree that tends to branch at nodes close to receivers. In
the evaluation of the number of flows, we use MR-ID instead
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of MR-IE.

5.3 Number of Flow Entries

Figure 5 shows the relationship between the number of mul-
ticast requests and the total number of flow entries for mul-
ticast trees yielded by each model in NSF network. The
horizontal axis is the number of multicast requests, and the
vertical axis is the number of flow entries. We take the aver-
age value of 200 simulation runs for each multicast request
number. When the number of multicast requests is small,
the total number of flow entries of MR-II, that of MR-IE,
and that of MR-A with the two-step algorithm are almost the
same, and are larger than that of MR-A with ILP. However,
as the number of multicast requests increases, the number of
flow entries of MR-A with the two-step algorithm and MR-
A with ILP become smaller than that of MR-II and MR-IE.
This is because in MR-II and MR-IE, each multicast tree is
determined individually. By determining each multicast tree
individually, unicast entries are distributed to multiple nodes
and multiple multicast entries are stored in a node instead of
a single unicast entry that can be shared between multiple
multicast requests. InMR-Awith the two-step algorithm and
MR-A with ILP, all multicast trees are determined simulta-
neously. Compared with MR-II, MR-IE and MR-A with the
two-step algorithm, MR-A with ILP offers a larger reduction
in the total number of flow entries as the number of multicast
requests increases. In the case of 40 multicast requests, the
total number of flow entries in MR-A with ILP is decreased
by 49.3% compared to MR-IE. Although reduction in flow
entry number is not as large as MR-A with ILP, the total
number of flow entries in MR-A with the two-step algorithm
is decreased by 35.2% compared to MR-IE. This is because
MR-A promotes the sharing of unicast entries among mul-
ticast trees. This result indicates that MR-A reduces the
total number of flow entries more effectively relative to the
benchmark models.

Figure 6 shows the number of multicast and unicast
entries when the multicast trees are obtained by applying
each model. The number of multicast requests is set to
40. We take the average value of 200 simulation runs for
each model. In Fig. 6, the ratio of the number of multicast
entries to that of all flow entries with MR-IE is 71.8%, that
with MR-II is 81.6%, that with MR-A with the two-step
algorithm is 22.7%, and that with MR-A with ILP is 35.7%.
It can be seen that the ratios of the number of multicast
entries to that of all flow entries with MR-IE and MR-II, in
which multicast trees are determined individually, are close.
Also, it can be seen that the ratios of the number of multicast
entries to that of all flow entries withMR-Awith the two-step
algorithm and MR-A with ILP, in which all multicast trees
are determined simultaneously, are close. The ratios of the
number of multicast entries to that of all flow entries with
MR-IE and MR-II are larger than that with MR-A with the
two-step algorithm and MR-A with ILP. The total number
of flow entries with MR-IE and that with MR-II are larger
than that with MR-A with the two-step algorithm and that

Fig. 5 Relationship between number of multicast requests and total num-
ber of flow entries in NSF network.

Fig. 6 Relationship between models and number of flow entries in NSF
network (number of trees = 40).

withMR-Awith ILP. These results mean that sharing unicast
entries between different trees is effective in decreasing the
total number of flow entries and is enhanced by considering
multiple multicast requests simultaneously.

Figures 7 and 8 show the relationship between the num-
ber of multicast requests and the maximum number of flow
entries stored in a node. Figure 7 shows the maximum num-
ber of flow entries per node averaged over 200 trials for each
multicast request number. Figure 8 shows the maximum
number of flow entries per node observed in 200 trials for
each multicast request number. In Fig. 7, when the number
of multicast requests is less than or equal to 14, all models
yield almost the same average values of maximum number
of flow entries stored in a node; the difference in the average
values is at most 1.41. The same observation can be seen in
Fig. 8; the difference in the results of all models is at most
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Fig. 7 Relationship between number of multicast requests and maximum
number of flow entries in node when averaging results of all trials in NSF
network.

Fig. 8 Relationship between number of multicast requests and maximum
number of flow entries in node in all trials in NSF network.

2. As shown in Figs. 7 and 8, as the number of multicast
requests increases, the maximum number of flow entries in
a node with MR-A with two-step algorithm and that with
MR-A with ILP become smaller than those with MR-IE and
MR-II. When the number of multicast requests is 40, the
maximum number of flow entries stored in a node with MR-
IE is the largest, followed by MR-II, MR-A with two step
algorithm, and then MR-A with ILP. These trends of Figs. 7
and 8 are similar to the result of Fig. 5. Figures 7 and 8 show
that the maximum number of flow entries stored in a node
when each multicast tree is determined individually tends to
be larger than that when all multicast trees are determined
simultaneously. This is because multicast entries tend to
be stored in order to decrease the number of flow entries in
each multicast tree with MR-IE and MR-II, whereas unicast
entries are preferentially stored if that promotes the sharing

Fig. 9 Relationship between number of multicast requests and computa-
tion time in NSF network.

of unicast entries which suppresses the total number of flow
entries with MR-A. In Fig. 8, the maximum number of flow
entries per node with MR-A with ILP is less than or equal
to 14 since multicast entries are not required to be stored
when unicast entries dedicated to all receivers are stored in
the node.

5.4 Computation Time

Figure 9 shows the computation times required to obtain the
multicast trees and the type of flow entries in each model.
MR-A with ILP takes the largest computation time, followed
by MR-II, MR-A with the two-step algorithm and MR-IE.
Compared with MR-II, MR-A with the two-step algorithm,
and MR-IE, the computation time of MR-A with ILP in-
creases rapidly with the number of multicast requests in-
creasing.

5.5 Number of Flows Transferred in Link

Figures 10 and 11 show the relationship between the number
of multicast requests and the maximum number of flows in a
link. Figure 10 shows themaximumnumber of flows in a link
averaged over 200 trials for each multicast request number.
Figure 11 shows the maximum number of flows in a link
observed in 200 trials for each multicast request number.
Note that each flow transferred over a link is counted as
one flow regardless of its type, i.e., multicast flow or unicast
flow. As shown in Figs. 10 and 11, as the number ofmulticast
requests increases, the number of flows in a link with MR-
A rapidly increases compared with MR-ID and MR-II. This
is because MR-A tends to determine multicast trees that
branch near the source node, which leads to an increase in
the number of flows in a network. As a result, the number
of flows in a link becomes large. As described in Sect. 3.1,
we focus on suppressing the total number of flow entries in
MR-A. If it is required to suppress the number of flows in a
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Fig. 10 Relationship between number of multicast requests and maxi-
mum number of flows in link when averaging results of all trials in NSF
network.

Fig. 11 Relationship between number of multicast requests and maxi-
mum number of flows in link in all trials in NSF network.

link, we can add a new constraint to MR-A.

5.6 Constraint of Maximum Number of Flow Entries in
Node

We evaluate the effect of maximum number of flow entries
that can be stored in a node on the performance of MR-A in
this section. A constraint of the maximum number of flow
entries stored in a node is given by:∑

r ∈R

xrv +
∑
k∈K

ykv ≤ M,∀v ∈ V . (13)

Equation (13) indicates that the number of flow entries stored
in node v ∈ V is less than or equal to M . In this evaluation,
we set M to |V | − 1 in consideration of the result of MR-A
with ILP in Fig. 8; at most 14 flow entries, each of which is

Fig. 12 Difference of total number of flow entries by adding constraint
(13) to MR-A with ILP in NSF network.

Fig. 13 Difference of computation time by adding constraint (13) to MR-
A with ILP in NSF network.

a unicast entry dedicated to each receiver node, are required
to be stored in each node to provide all multicast trees.

Figure 12 shows the total number of flow entries when
we obtain themulticast trees by applyingMR-Awith ILP and
that by applying MR-A with ILP including constraint (13).
The total number of flow entries increases by 3.69 when the
number of multicast requests is 40 by adding constraint (13)
to MR-A with ILP. This is because the number of hops be-
tween a sender and a receiver in the determined multicast
trees can increase when constraint (13) is added since con-
straint (13) prohibits unicast entries dedicated to all nodes
from being stored in a node. Figure 13 shows the computa-
tion times required to obtain the multicast trees and the type
of flow entries in MR-A with ILP and MR-A with ILP in-
cluding constraint (13). As the number of multicast requests
increases, the computation time increases more rapidly in
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MR-A with ILP including constraint (13) than MR-A with
ILP.

6. Conclusion

In this paper, we proposed a routing model for determin-
ing multicast trees that minimizes the total number of flow
entries for multiple multicast requests in an SDN. When
multicast trees of multiple multicast requests are determined
based on the conventional scheme, further reductions in the
number of flow entries are possible since multicast trees are
determined individually. The proposedmodel determines all
multicast trees simultaneously and promotes the sharing of
unicast entries among different multicast trees. We formu-
lated the proposed model as an ILP problem and developed a
heuristic algorithmwhich can be used in the case that the ILP
problem is intractable. We evaluated the proposed model by
solving the ILP problem and using the heuristic algorithm.
Simulation results showed that the proposed model reduces
the total number of flow entries more effectively than the
benchmark models. The proposed model is intended for the
static scenario, in which the sender and the set of receivers
in each multicast request are known in advance. In practical
network operations, the proposed model can be applied to
situations where routes of multiplemulticast requests need to
be optimized, such as the beginning of network operation or
scheduled network maintenance. As a future work, we will
consider the dynamic scenario, where receivers are added to
or deleted from multicast trees.
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