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Digitally Assisted Analog and RF Circuits

Kenichi OKADA†a), Senior Member

SUMMARY In this paper, the importance and perspective for the
digitally-assisted analog and RF circuits are discussed, especially related
to wireless transceivers. Digital calibration techniques for compensating
I/Q mismatch, IM2, and LO impairments in cellular, 2.4 GHz WiFi, and
60 GHz WiGig transceivers are introduced with detailed analysis and cir-
cuit implementations. Future technology directions such as the shift from
digitally-assisted analog circuit to digitally-designed analog circuit will
also be discussed.
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1. Introduction

Early generation of CMOS transistors were widely used
for digital circuits. CMOS transistors have obtained high
frequency capability by the process miniaturization, and
CMOS transistors are now capable of more than 100 GHz
operation. 60 GHz full wireless transceivers can be imple-
mented even by a 65 nm CMOS technology [1]–[7]. Re-
cently, 260-GHz amplifier [8], 300-GHz fundamental os-
cillator [9], 482-GHz oscillator (third-harmonic use) [10],
1-THz detector [11], 28 Gbps transceiver [5], and 35-dBm
CMOS power amplifier [12] have been reported. On
the other hand, the miniaturized CMOS transistors suffer
from the process variation, larger noise, lower supply volt-
age, lower gain, etc. Thus, the digitally-assisted analog
circuit technique is a key technology for realizing high-
performance CMOS analog and RF circuits. Due to the pro-
cess miniaturization, the digital circuits can be shrunk, and
more digital circuits can be used for the analog-block cali-
bration and compensation. In terms of total layout area and
power consumption, the digitally-assisted analog circuits
can make them smaller than the traditional analog circuits,
which often perform much better for many aspects with cali-
bration and compensation techniques, e.g., mismatch, offset,
linearity, voltage and temperature stability, etc.

Due to the less cost of digital circuits, analog functions
have been replaced by digital circuits, i.e., digitization. Dig-
ital assistance for analog circuits and digitization of analog
circuits are very important trend of mixed-signal System-on-
Chip (SoC) design. Figure 1 explains this situation. By ap-
plying the digital-assistance, analog circuits can obtain ro-
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Fig. 1 Digital assistance and Digitization.

Fig. 2 Trend for digitization.

bustness for PVT variation, which contributes to less redun-
dancy in design. Balanced and higher performance can be
achieved since the analog circuits can be almost free from
various aspects of performance trade-off and degradation by
the PVT variation, etc.

In addition, the digitization has to be well considered
for the mixed-signal SoC design. Sometimes, analog cir-
cuits should be replaced by digital circuits instead of the
digitally-assisted analog circuits since some kinds of signal
processing are much fitter for digital-domain one. If dig-
itized, it can be easily transferred to another process tech-
nology as well as digital circuits, and will be more advan-
tageous in a scaled process technology. The process porta-
bility and scalability are the most important features of dig-
itized circuits.

Figure 2 shows some examples of the digitization of
analog function. The analog filter suffers from linearity,
noise, GBW limitation, PVT variation, etc, which often be-
comes a performance limiter in wireless system. On the
other hand, in the digital filter, complicated filter functions
can be easily realized. Even though it suffers from the
quantization noise, much more ideal characteristics can be
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achieved.
The wireless transceiver can be a good example to un-

derstand the digitization, which will be discussed in the
next section in detail. In wireless systems, analog func-
tions have been replaced by digital signal processing with
the architecture-level modification. For example, analog
carrier and timing recovery has been replaced by a digital-
domain one. The equalization for compensating RF front-
end frequency characteristics and frequency-dependent fad-
ing is now realized as orthogonal frequency domain multi-
plex (OFDM). Due to the technology advancement of ADC,
the sampling frequency can be increased, and IF blocks in a
hetero-dyne receiver can be digitized, known as low-IF ar-
chitecture. As explained above, many analog functions have
been digitized due to results of architecture-level optimiza-
tion.

In terms of digital assistance, many system-level ap-
proaches have been applied in wireless systems to satisfy
complicated requirements for the wireless communication.
One of the key ideas is a mutual re-use of transmitter and
receiver for calibration, which means that a receiver can be
used for calibrating a transmitter, vice versa. Several cali-
bration and compensation techniques will be introduced in
the following sections.

2. Digital Calibration and Compensation in Wireless
Systems

2.1 Impairments in Wireless Systems

The quality of wireless communication can be easily de-
graded by non-idealities such as antenna reflection, fad-
ing, interferer, propagation loss, loss variation, non-linearity
of up/down-conversion blocks, phase noise of local oscil-
lator, frequency offset between local oscillators in trans-
mitter and receiver, NF of down-conversion blocks, I/Q
mismatch of both transmitter and receiver, LO leakage,
DC offset, gain/phase flatness, group delay, and these
PVT variation, etc. Thus, historically, many digital assis-
tance/compensation techniques have been utilized in wire-
less systems.

In terms of calibration and compensation scheme, the
non-idealities can be classified as follows.

• Mismatch in differential block

— LO leakage in TX

— DC offset in RX

— IM2 in RX

• Mismatch between I (in-phase) and Q (quadrature-
phase) blocks

— Image signal

— Frequency dependent image by baseband ana-
log filters

• Non-linearity

— IM3, IM5 in PA

— IM3 in RX

• PVT variation

— Gain control
— Power control
— VCO LC tank
— ILFD/ILO

• Environmental variation

— TX-to-RX distance
— Fading
— Antenna reflection

The mismatch between identical blocks is one of the
most common impairments in CMOS integrated circuits.
However, fortunately, the mismatch can be easily mitigated
by the digitally-assisted calibration. The mismatch calibra-
tion mechanisms are indispensable for recent wireless stan-
dards. For example, UMTS/LTE direct-conversion receivers
require an IIP2 of more than 70 dBm, which is almost im-
possible without any mismatch calibration for differential
blocks [13]. I/Q mismatch is caused by a mismatch between
I (in-phase) and Q (quadrature-phase) down/up-conversion
signal paths in both amplitude and phase. Calibration and
compensation techniques are also available for the I/Q mis-
match issue, which will be revisited later. In terms of digital
compensation, even the non-linearity can be compensated.
A digital pre-distortion is sometimes applied to compensate
PA non-linearity. PVT variation can also be mitigated by the
digitally-assisted calibration and compensation techniques,
and some examples will be introduced later. The environ-
mental variation is very common issues for wireless sys-
tems, and various system-level compensation techniques are
applied such as automatic gain control (AGC), frequency
domain equalizer (FDE), OFDM, diversity, etc. The wire-
less systems suffer from both the impairment of transceiver
and environmental variation, so enormous numbers of tech-
niques have historically been developed to mitigate the non-
idealities. One of the most important trends of compensa-
tion in wireless systems is the digitization not digital assis-
tance. If the compensation process can possibly be digitized,
i.e., the impairment can be compensated in digital domain, it
has been implemented in the digital domain in almost every
case. For example, the equalization is done in digital do-
main by a common FIR filter, the carrier recovery has been
moved from digital assistance to digital-domain implemen-
tation, and I/Q mismatch calibration is often replaced by a
digital-domain compensation. It should be emphasized that
the digitization, rather than the digital assistance, has to be
considered for a further performance extension, which re-
quires architecture-level and system-level approaches.

2.2 Target SNR

Here, a required SNR is discussed to understand the require-
ment for the calibration and compensation. If only the ther-
mal noise is assumed, the bit error rate (BER) can be calcu-
lated with S NR as follows.
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Fig. 3 Bit error rate (BER) considering thermal noise.
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Figure 3 plots the relationship between S NR and BER.
BER can be improved by forward error correction (FEC) us-
ing Reed-Solomon (RS), low-density parity check (LDPC),
Turbo, etc. Finally, the packet error rate (PER) is deter-
mined by BER with FEC depending on the packet length n
as follows.

PER = 1 − (1 − BER)n (3)

Usually, a PER of 10−2 = 1% can be acceptable even if the
overhead of automatic repeat request (ARQ) is considered.
As expressed in Eq. (3), a BER of 10−6 is required with
FEC for a 10,000-bit packet. Even though the gain of FEC
depends on the coding scheme, for example, a BER of 10−3

is usually required without FEC.
SNR for a BER of 10−3 is also shown in Fig. 3, e.g.,

9.8 dB for QPSK, 16.5 dB for 16QAM, and 22.5 dB for
64QAM. This SNR has to be maintained through both trans-
mitter and receiver, so a 3-dB higher SNR is required for
each transmitter and receiver at least. Thus, about 26 dB
SNR is required for 64QAM transmitter. However, this SNR
is also degraded from the non-linearity, phase noise, I/Q
mismatch, frequency flatness, etc. In case of transmitter,
the non-linearity of PA should be dominant for maximizing
the output power, so other SNR degradation factors should
be enough lower than the non-linearity limited SNR. For ex-
ample, at least 35 dB has to be maintained in each the image
rejection ratio degraded by the I/Q mismatch, the integrated
phase noise with consideration of carrier tracking, the FIR
equalization with sufficient number of taps.

2.3 Carrier Recovery

The carrier and timing recovery is a good example to know
the digitization of wireless transceiver. Figure 4 shows a
simplified transition from analog-type carrier and timing re-
covery [14] to digital-type one [15].

Fig. 4 History of timing recovery.

Fig. 5 Analog demodulator.

Fig. 6 Recent digital transceiver.

Firstly, the analog-type carrier and timing recovery was
employed, known as Costas-loop. Figure 5 shows a typi-
cal implementation of Costas-loop for BPSK demodulation.
One of the most significant weaknesses is longer acquisi-
tion time, which limits the preamble length. In addition, it
is usually unstable under small received signal.

To improve the tracking capability of analog recov-
ery, a digitally-assisted architecture was considered, which
seems like the relationship between the analog PLLs using
PFD, CP and LPF, and the all-digital PLLs using TDC and
digital LPF. A shorter acquisition time can be realized by
the digital assistance. However, still analog-domain phase
tracking is required in this architecture.

For further improvement, a complete digital-domain
carrier frequency and symbol timing recovery is usually em-
ployed in recent wireless transceivers as shown in Fig. 6.
The recovery circuit is placed after RX filter, which is used
for equalization and I/Q mismatch compensation. The re-
covery operation is done in purely digital domain with the
digitally regulated signal, which is a kind of non-coherent
sampling. Figure 7 shows an example of recent digitized
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Fig. 7 Digital carrier and timing recovery.

carrier frequency and symbol timing recovery [4], [15]. It
consists of phase detector (PD), loop filter (LF), numerical-
controlled oscillator (NCO), and interpolation and rotation
filters. NCO is controlled by a digital code similar to the
digitally-controlled oscillator. It seems like a PLL. How-
ever, we have to pay attention for that all the block is im-
plemented as a pure digital circuit just for a digital signal
processing. No fast tracking is required in the analog do-
main any more, and the timing tracking is done in the digital
domain. This architecture is very robust and capable of fast
acquisition.

2.4 I/Q Mismatch Calibration

In this section, the image-rejection issue due to the I/Q mis-
match and calibration techniques are introduced. The un-
desired image signal is generated by mismatches between I
and Q signal paths as shown in Fig. 8 [16]–[18]. The im-
age signal is expressed by the image rejection ratio (IMRR)
as a difference between the desired and undesired signal ra-
tio as shown in Fig. 9. The image signal is generated from
each frequency component in signal spectrum, and IMRR
directly degrades SNR.

The image signal is basically caused by both amplitude
and phase mismatch between the I and Q signals. Figure 10
explains the I/Q up-conversion scheme. I-signal cosωBBt
is up-converted by LO signal of cosωLOt, and Q-signal
sinωBBt is up-converted by LO signal of sinωLOt. In the
combined signal, the desired tone at ωLO−ωBB is remained,
and the undesired tone at ωLO + ωBB is cancelled ideally. If
these I/Q signals have amplitude and phase mismatches, the
undesired tone will be remained as shown in Fig. 11, called
as the image signal. IMRR can be calculated by the follow-
ing equation [19].

IMRR =
1 − 2(1 + ε) cos θ + (1 + ε)2

1 + 2(1 + ε) cos θ + (1 + ε)2
≃ ε

2 + θ2

4
(4)

where ε is voltage amplitude error, and θ is phase error in ra-
dian. For example, an amplitude error of 0.2 dB and a phase
error of 2 degrees results in an IMRR of −34 dB. Figure 12
shows a contour plot of IMRR.

The I/Q amplitude and phase mismatches are caused by
I/Q building blocks. The phase mismatch is basically caused
by a mismatch in quadrature signals in LO generation, and it
is a bit degraded by amplifiers. The amplitude mismatch is
degraded by mixers and amplifiers as in Fig. 8. In addition,
differential mismatches in mixer and LO generate the LO

Fig. 8 I/Q mismatch in direct-conversion transceiver.

Fig. 9 Image Rejection Ratio and LO feedthrough.

Fig. 10 Up-conversion with I/Q mismatch.

feedthrough even by a double-balanced mixer.
Figure 13 shows an I/Q mismatch calibration technique

using a detector [17]. The detector is used for power detec-
tion by a second-order distortion. As explained in Fig. 11,
the output spectrum consists of the desired (ωLO−ωBB), LO
feedthrough (ωLO), image (ωLO + ωBB) tones. The detec-
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Fig. 11 Up-converted and combined I/Q signal with I/Q mismatch.

Fig. 12 Image rejection ratio.

tor down-converts these tones, and the largest desired tone
works as a LO signal (ωLO − ωBB). The LO feedthrough
(LOFT) and image tones are down-converted at ωBB and
2ωBB, respectively.

The receiver building blocks are re-used for analyzing
the down-converted tones. Fortunately, the required band-
width and resolution coincide with the receiver specifica-
tion in a symmetric-rate wireless system such as TDD. Fig-
ure 14 shows an example implementation of TX loop-back
calibration [17]. The down-converted tones by the detec-
tor are digitized through the VGA, LPF, and ADC path, and
then DFT is applied to analyze each signal strength. The
down-converted LOFT and image signals are used for the
TX I/Q mismatch calibration. Usually, the mismatch is com-
pensated by a TX filter in the digital baseband. Accurate
amplitude and phase compensation can be possible up to
the resolution of DAC. Sometimes, the analog calibration is
applied [4], [7]. For example, in case of millimeter-wave
transceiver, the sampling rate becomes 3.52 GS/s and it be-
comes difficult to realize a fine TX filter and high-resolution
DAC. Thus, the analog calibration becomes power efficient.
In this case, the LOFT is calibrated by DC offset in DAC,
the amplitude mismatch is calibrated by RF/BB amplifiers,
and the phase mismatch is calibrated by LO [4].

For RX, a loop-back calibration can also be applied as
shown in Fig. 15. The TX can be used as a single tone gener-
ator, and the digital baseband is also used for analyzing I/Q
amplitude/phase mismatches in the receiver side. In case of
RX, modulated I/Q signals can also be used for calculating
the amplitude and phase mismatches [18], which can be cal-

Fig. 13 TX image calibration.

Fig. 14 I/Q mismatch calibration by loop-back.

Fig. 15 RF loop-back calibration for RX.

culated as follows.

LPF(I2 − Q2) ∝ ε (5)

LPF(I Q) ∝ θ/2 (6)

This receiver calibration can be applied without the loop-
back signal. The receiving signal for actual data communi-
cation can also be used for realizing a background calibra-
tion.

2.5 IM2 Calibration

Linearity is very important performance not only for trans-
mitter but also for receiver. A traditional cellular transceiver
employs FDD, and the receivers always suffer from TX
leakage and interferer through a duplexer. Non-linearities
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of receiver generates inter-modulation products on the in-
band, which has very large influence from strong interferers
around the receiver in-band. In this case, both 2nd and 3rd
Inter Modulations, IM2 and IM3, become serious issues es-
pecially in direct-conversion receivers.

The IM2 is basically degraded by differential mis-
matches around a down-conversion mixer. If a differential
mixer can work ideally in differential without mismatch,
IM2 can be cancelled. Sometimes, IM2 becomes a seri-
ous issue in direct-conversion receivers depending on a re-
quired specification such as UMTS/LTE receivers. More
than 70 dBm IIP2 is required for WCDMA receiver [13],
and even a 1% mismatch degrades IIP2 by 20 dB. More than
40 dBm is usually almost impossible without any calibra-
tion due to the PVT variation. Mismatch calibration tech-
niques for IIP2 improvement have been reported, and an
on-chip automatic IIP2 calibration is reported with the mea-
sured +90 dBm IIP2, which is realized by 25-% duty-cycle
LO injection and threshold adjust, and current-input com-
plex direct coupled filter [13].

3. Digital Calibration and Compensation in Frequency
Synthesizers

As well as wireless transceiver, many calibration and com-
pensation techniques have been developed for frequency
synthesizers. Here, some recent techniques will be intro-
duced.

The injection-lock technique is very convenient to im-
prove circuit peformances in terms of lower power con-
sumption, higher frequency operation, higher order multi-
plication, etc. The injection lock is commonly used for a
frequency divider. Even by a 3-mW ring oscillator, a divide-
by-6 frequency division can be achieved up to 30 GHz [20],
which is much more advantageous than current-mode logic
(CML), true single phase clocking (TSPC), FF-based fre-
quency dividers. One of the issues in injection-lock oscil-
lators is the limited lock range in frequency. The center
of lock range becomes close to a free-running frequency of
injection-locked oscillator, so it can be easily calibrated by
using a frequency counter [21], [22]. In addition, a frac-
tional division ratio can be realized by an injection-locked
frequency divider using the gated-injection technique [23],
which is used with a lock-range calibration [24], [25]. A
frequency multiplication is also important function of the
injection-locked oscillators, and injection-locked PLLs us-
ing this multiplication capability have been reported and
achieve very low jitter and lower power comsumption [26],
[27].

Even in the conventional analog PLLs, many calibra-
tion and compensation techniques have been used, e.g.,
automatic frequency control (AFC) for the bank selection
of VCO, KVCO linearity calibration, CP linearity calibra-
tion/compensation, etc. As a system-level approach, the all-
digital PLL (AD-PLL) is a very important revolution [28],
[29], and many building blocks can be replaced by a dig-
ital version. AD-PLL uses a digital LPF instead of ana-

log one, which offers smaller area and faster lock time.
In the AD-PLL, PFD and CP are replaced by TDC and
DTC, and VCO is replaced by DCO. These building blocks
have digital-code interface, which enables linearity calibra-
tion/compensation in the digital domain. The recent AD-
PLL sometimes uses DTC as well as TDC, and TDC and
DTC usually have gain mismatch and non-linearity. Fortu-
nately, the mismatch and non-linearity can be easily cali-
brated and compensated [30], and a background calibration
is also possible. This is very important advantage of AD-
PLL.

4. Digitally-synthesizable Analog Circuits

In wireless systems, analog functions have been replaced by
digital signal processing as explained in the prior sections.
However, some analog functions still have to be realized in
the analog domain because they need analog value process-
ing. As explained in Fig. 2, the following circuits cannot be
replaced by a pure digital-domain signal processing: data
converters such as ADC and DAC, analog-domain ampli-
fiers using voltage and current signal information, and clock
generators. Even they are supported by digital calibration
and compensation, they cannot be digitized.

To enhance the process portability and scalability, a
digitally-designed analog circuit can be considered, i.e.,
synthesizable analog circuits. For a further digitization,
some synthesizable analog circuits have been reported such
as synthesizable PLL [31], [32] and synthesizable ADC
[33].

If an analog circuit can be designed and generated
through the digital design flow as shown in Fig. 16, it will
obtain the process portability and scalability. Figure 17 ex-
plains a detailed example for a synthesizable PLL. Some
building blocks, such as DCO, may still need some spe-
cial optimization, while they can be described as a HDL
netlist. The netlist of analog block can be combined with the
other building blocks, which can be implemented as RTL.
From the entire combined netlist in gate-level, a layout can
be generated by a commercial place and route tool. In this
case, the generated layout will have unbalanced parasitics as
shown in Fig. 18, and the parasitic components depend on
the place-and-route condition and cannot be estimated accu-
rately before the actual layout generation. This layout uncer-
tainty causes the mismatch and non-linearity, which results
in circuit performance degradation. Fortunately, the layout
uncertainty issue can be mitigated by applying the digital
calibration and compensation techniques. Thus, a digitally-
designed analog circuit will potentially perform well with
the calibration and compensation techniques.

For synthesizable analog circuits, some kinds of cir-
cuit performances can be well optimized while some kinds
will be difficult to achieve a good performance as well as
custom-designed circuits. For example, voltage-domain op-
eration cannot be well realized by a synthesizable analog
circuit. However, a clock generation is not very difficult be-
cause it mainly operates in the time domain. To achieve high
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Fig. 16 Synthesizable analog circuits ( c⃝ IEEE [31]).

Fig. 17 Analog synthesis by digital tools.

Fig. 18 Layout uncertainty.

performance by a synthesizable analog circuit, a synthesis-
friendly architecture has to be developed. As an example
of synthesis-friendly PLL, an injection-lock-based PLL is
introduced below [31], [32].

To realize a synthesizable PLL, each building block
also has to be synthesizable. A digitally-controlled varactor
can be realized by a NAND gate [31], [32], [34] as shown
in Fig. 19, and a digitally-controlled oscillator (DCO) can
also be realized by MUXs and the digitally-controlled var-
actor [35]. In addition, a phase-interpolator-based oscilla-
tor can be employed and synthesized to mitigate the layout
uncertainty issue [31], [32], [36]. A stochastic TDC can
be synthesizable [37], and TDC-based synthesizable PLLs
have also been reported [38]–[40]. The PLLs [39], [40]
still need special custom cells for layout synthesis. At the
present implementation, the jitter performance is degraded
by the non-linearity of TDC while it can be potentially im-
proved by the calibration techniques [30].

The injection-locked architecture is a promising candi-
date for high performance PLL [26], [27], and it is also a
good candidate of synthesizable PLL [31], [32]. In the con-
ventional PLLs including CP-based and TDC-based ones,
the frequency and phase are adjusted by a feedback loop.
The feedback loop needs a fine frequency control and fine
phase error detection, and the building blocks for the func-
tions easily become bulky. On the other hand, in the
injection-locked PLL, a feedback control is not required for
the phase lock because the phase is aligned by the injec-
tion. Thus, no fine phase control is required, and a coarse
frequency adjustment can be employed [27]. As shown in

Fig. 19 Standard cell Varactor ( c⃝ IEEE [31]).

Fig. 20 Synthesizable IL-PLL ( c⃝ IEEE [31]).

Fig. 21 Chip micrograph and performance summary.

Fig. 20, frequency lock and phase lock can be separated by
applying a dual-loop architecture [26], [27], which also con-
tributes to reducing layout area and power consumption.

In addition, the in-band phase noise does NOT suffer
from non-linearities of TDC, DCO and DTC as well as CP
noise, [41], [42], which results in drastic improvement in
jitter performance. The PLL loop-bandwidth can be much
wider than that of conventional PLLs because of less in-
band phase noise. For example, the loop-bandwidth is less
than 1 MHz in the conventional PLLs, but it can be 16 MHz
in the injection-locked PLL even with the same 40-MHz ref-
erence clock [32], [42].

As a demonstration of synthesizable PLL, Fig. 21
shows a chip micrograph and a brief performance summary
[31], [32], and Fig. 22 shows a performance comparison
with the state-of-the-art PLLs. The fully synthesized PLL
achieves 1.7 ps RMS jitter while consuming 780 µW power,
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Fig. 22 Comparison of the state-of-the-art PLLs ( c⃝ IEEE [31]).

resulting in a PLL FoM of −236.5 dB/Hz. PLL FoM is de-
fined by the following equation.

FoM = 10 log10

{(
σt

1 s

)2 PDC

1 mW

}
(7)

where σt is the jitter in RMS, and PDC is the power con-
sumption. As compared with the other synthesized PLLs
based on the TDC architecture [38]–[40], the synthesized
injection-locked PLL can be smaller due to the less neces-
sity of a fine frequency and phase tracking.

In Fig. 22, LC-based PLLs perform better FoM but
layout area becomes larger. While ring-oscillator-based
PLLs has worse jitter performance, they can be small. The
injection-locked PLL can be much smaller because build-
ing blocks for the fine frequency and phase tracking are not
required, and the jitter can be very small due to the injection-
lock architecture. This means that a higher performance
can be achieved even by a synthesized analog circuit if a
synthesis-friendly architecture can be developed such as the
injection-locked PLL. This synthesizable PLL can be de-
signed through a common digital design flow, which can
maximally contribute to the process portability and scala-
bility.

5. Conclusion

In this paper, the digital assisted analog and RF circuit tech-
niques are reviewed mainly for wireless systems, includ-
ing digital assistance and digitization. Digital calibration
and compensation techniques for compensating I/Q mis-
match, IM2, and LO impairments in cellular, WiFi, and
WiGig transceivers are introduced with detailed analysis and
circuit implementations. Synthesizable analog circuits are
also introduced for showing a future technology direction,
which indicate a trend from digitally-assisted analog circuit
to digitally-designed analog circuit.
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