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CMOS Image Sensor with Pixel-Parallel ADC and HDR
Reconstruction from Intermediate Exposure Images

Shinnosuke KURATA†a), Toshinori OTAKA†b), Nonmembers, Yusuke KAMEDA† ,††c),
and Takayuki HAMAMOTO†d), Senior Members

SUMMARY We propose a HDR (high dynamic range) reconstruction
method in an image sensor with a pixel-parallel ADC (analog-to-digital con-
verter) for non-destructively reading out the intermediate exposure image.
We report the circuit design for such an image sensor and the evaluation of
the basic HDR reconstruction method.
key words: pixel-parallel ADC, high dynamic range reconstruction, inter-
mediate exposure image, image sensor, non-destructively reading out

1. Introduction

CMOS image sensors are widely used in various fields such
as monitoring and mobile devices. Furthermore, in the com-
ing years, applications of an image sensor for the purpose of
recognition and machine control functions such as automatic
driving, drones, and robot vision are expected to increase. In
such applications, it is necessary to control and recognize the
machineswith high accuracy and speed under various illumi-
nance environments, such as outdoors. Thus, it is desirable
to acquire a high-definition image at high speed regardless of
the illuminance available. However, as a shortened exposure
time is necessary in high-speed imaging, the low illuminance
area tends to remain underexposed. Therefore, we are study-
ing an image sensor and an imaging method for acquiring
a high-speed captured image and an image with sufficient
exposure time.

Current CMOS image sensors often use a column-
parallel A/D conversion architecture in which one A/D con-
verter (ADC) is arranged for each column of a pixel array
and the A/D conversion is performed by scanning one line
at a time [1]. In this method, to perform high-speed image
acquisition while maintaining the number of pixels, it is nec-
essary to shorten the A/D conversion time arranged in one
pixel. Thus, achieving a high frame rate is limited, which
is a problem. In contrast, a pixel-parallel A/D conversion
architecture arranges one ADC for each pixel [2]–[5]. This
method is suitable for high-speed image acquisition because
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Fig. 1 Intermediate exposure images. An image sensor with a pixel-
parallel ADC can read not only the full accumulated image, which is the
output of popular image sensors, but also intermediate images during expo-
sure.

the A/D conversion is performed on all pixels simultane-
ously. In the study [2], the pixel-parallel ADC is composed
of a comparator and digital memory. However, the drawback
of this method is that the pixel size is large and the number
of digital data lines increases. Therefore, the study [3] re-
ported the reduction of the number of memories by writing
to the memory in two steps, and the study [4] reported the re-
duction of data lines by switching the memory to a counter.
In addition, the study [5] has been reported to effectively
avoid the implementation area limitation by stacking photo-
diode on pixel-parallel ADC using a wafer-to-wafer bonding
technique.

Some parallel studies [6]–[9] have proposed an imaging
method for acquiring images during the exposure. In this
imaging method, intermediate images are acquired during
the exposure period as shown in Fig. 1. Because each inter-
mediate image has a different exposure time, we can acquire
an image with a suitable exposure time even in different illu-
minance environments. Furthermore, various applications,
such as image enhancement [7], optical flow estimation [8],
and dynamic range expansion [9] can be achieved by using
intermediate images. Therefore, by acquiring an intermedi-
ate image at a higher frame rate, we can gain more advan-
tages and perform more applications for image sensing. In
this paper, we propose an image sensor with a pixel-parallel
ADC to readout intermediate images and also propose a
method for reconstructing the high-gradation images from
the intermediate images [10]. The proposed image sensor
acquires the intermediate images at high speed, but uses low-
resolution ADCs to avoid increasing the pixel size. In the
studies [2], [3], the pixel layout in the 0.18um process shows
that the memory area of the ADC occupies more than 40%

Copyright © 2022 The Institute of Electronics, Information and Communication Engineers



LETTER
83

of the total pixel area. In addition, the higher the resolution
of ADC, the more the digital memory tends to control the
pixel size, even if the microfabrication process with stacked
structure is used. Therefore, the increase in pixel size can be
suppressed in principle by AD conversion within a pixel to a
lower resolution. Thus, we can reconstruct a high-gradation
image by using low-gradation intermediate images.

2. Proposed Image Sensor

Figure 2(a) shows the configuration of the proposed image
sensor. The image sensor includes a pixel array, a vertical
shift register, a write control unit, sense amplifiers and a hor-
izontal shift register. The pixel circuit (Fig. 2(b)) includes
a photodiode (PD), a transfer transistor M1, a reset transis-
tor M2, a source follower transistor M3, a current source
transistor M4, a floating diffusion capacitance (CFD), a com-
parator, and a dynamic random access memory (DRAM).
By using a 4 transistor pixel structure with M1, a higher con-
version gain can be achieved compared to a 3 transistor pixel
structure, which increases sensitivity and reduces the input
referred noise of the readout circuit in the later stage. The
comparator and DRAM constitute the pixel-parallel ADC.
The DRAM is connected to a sense amplifier and a write
control circuit with a data bus for writing and reading.

Figure 3 shows the timing chart of the pixel circuit. In
normal imaging, the A/D conversion and readout are per-
formed only once during the exposure period after reset and
an image is acquired. On the other hand, in the acquisition
of intermediate images, the A/D conversion and readout are
repeatedly performed during the exposure period.

The acquisition process is as follows: First,M2 is turned
off by setting φRST low, M1 is turned on by setting φTx
high, and the potential of the FD node is reset. Thereafter,
M2 is turned off, and just before each A/D conversion, M1
is turned on to transfer the charge output from the PD to the
CFD. The signal voltage Vpdo is the output from M3. In
A/D conversion, Vramp changes from Vmax to Vmin and is
compared with Vpdo. The start of falling Vramp is delayed
from the start of counter code by half an interval of counter
code. On the other hand, the end of the counter code is
delayed by half an interval of the counter code from the end
of falling Vramp. The output Vcmpo of the comparator is
connected to the DRAM write. Therefore, by inputting a
counter code synchronized with Vramp to the data bus, the
DRAM holds the counter code when Vcmpo changes, thereby
completing an A/D conversion operation.

In the readout period, as the columns share the data bus,
scanning is performed to read data from the DRAMs, and an
intermediate image is obtained.

3. HDR Reconstruction from Intermediate Images

In the proposed image sensor, a low-gradation intermediate
image is acquired with high temporal resolution. The aim is
to reconstruct a high-quality image using the characteristics
of the intermediate image. In this section, we describe the

Fig. 2 The proposed image sensor with pixel-parallel ADC.

Fig. 3 Timing chart.

reconstruction of high-gradation images and HDR images
using intermediate images.

When the light incident on the PD is constant, as in
the static region, the charge is accumulated at a constant
rate, and Vpdo changes with a constant slope. Therefore,
the pixel value before the A/D conversion increases linearly
as shown in Fig. 4. The pixel value of the intermediate
image is obtained by quantizing Vpdo with A/D conversion.
Therefore, the quantized pixel value changes stepwise, and
the quantization error changes periodically between ±0.5
LSB. Using this quantization error feature, we cumulatively
add the pixel values of the intermediate image to reduce the
quantization error. We calculate the pixel value Irecon of the
high-gradation reconstructed image:

Irecon =
2
N

N∑
n=1

In, (1)

where N is the total number of intermediate images and In is
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Fig. 4 Pixel value, quantized error, and reconstruction.

the pixel value of the n-th intermediate image. In an imag-
ing scene with a strong contrast between light and dark, it
is necessary to capture the low-illuminance area with a long
exposure time, but the high-illuminance area gets saturated.
In our proposed reconstruction method, as an intermediate
image is repeatedly acquired during the exposure, we can
acquire both the short exposure image before the saturation
of the high-illuminance area and the long exposure image.
Thus, we can reconstruct an HDR image using intermediate
images. The reconstruction is accomplished by detecting
the saturation time from the intermediate images. First, we
detect the subframe number Nsat of the intermediate image
that is saturated for the first time. If we acquire the interme-
diate images at a high frame rate, we can consider Nsat as
the elapsed time from the start of exposure until saturation.
Therefore, we calculate the HDR pixel value as shown in
Fig. 5:(

2Q − 1
)
×

N
Nsat

(2)

where N is the total number of intermediate image, and Q
is the A/D conversion resolution. We assume that the pixel
value at Nsat is (2Q − 1), which is the maximum value of
A/D conversion. However, as the A/D conversion has a low
resolution, the error is actually large. To minimize the effect
of this error, high-gradation reconstruction is performed us-
ing Eq. (1) by using the first to Nsat-th intermediate images.
Therefore, we reconstruct the pixel value IHDR of the HDR
image by using Eq. (3) that was obtained from Eq. (2):

Fig. 5 Saturation detection and pixel value estimation.

Fig. 6 Intermediate images (4 bits).

IHDR =

(
2
N

Nsat∑
n=1

In

)
×

N
Nsat

(3)

4. Evaluation of Simulation

In this section, we present the simulation results of the high-
gradation and HDR image reconstruction methods using a
low-gradation intermediate image, and evaluate its effective-
ness. In the simulation, the resolution Q of A/D conversion
is 4 bits, and the total number N of intermediate images
acquired during the exposure period is 128 frames. Fig-
ure 6 shows the 32nd, 64th and 128th intermediate images
used in the simulation. Figure 7 shows the result of the
high-gradation reconstruction simulation using Eq. (1) in the
scene where the saturation does not occur during the expo-
sure period. As shown in Fig. 7(b), the low-gradation image
has a false contour. On the other hand, in the reconstructed
image shown in Fig. 7(c), because the gradation is repro-
duced, the image has no false contour, which confirms the
effectiveness of the reconstruction method.

Figure 8 shows the intermediate images in a scene with
a strong contrast and a saturated area during the exposure
period. Figure 9 shows the result of the HDR image re-
construction simulation from these intermediate images by
using Eq. (3). Now, the reconstructed image is subjected to
gamma correction to facilitate the confirmation of the re-
sult. As shown in Fig. 8(c), the high-illuminance part is
saturated in the long-exposure-time image in the scene with
a sharp contrast. On the other hand, as shown in Fig. 8(a),
in the short-exposure-time image, there is underexposure in
the low-illumination area. However, in the reconstructed
image, saturation and underexposure are reduced by using
the characteristics of both the short-exposure-time and long-
exposure-time images. The effectiveness of HDR image
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Fig. 7 Simulation result (non-saturation).

Fig. 8 Intermediate images (4bit).

Fig. 9 Simulation result (HDR reconstruction, Gamma = 0.2).

reconstruction is thus confirmed.
In Fig. 9, the black squares of the checkerboard pat-

tern, which are particularly low-illuminance areas, appear
to be suffering from “white defects”. In order to make the
results of HDR reconstruction easier to understand, we ap-
plied gamma correction. As a result, insufficient gray scale
in the low-illuminance region appears in the reconstructed

image as a pseudo-contour. On the other hand, because each
intermediate image as shown in Fig. 8(c) is quantized to 4bit
gradation, it looks like there are no defects in the image. Be-
cause the gradation of the accumulated intermediate image
of the proposed method is 4 bits, it is difficult to reproduce
the gradation in the low-luminance region that causes black-
out in the intermediate images by the simplemethod reported
in this paper. Conventional HDRmethod using several high-
gradation images with different exposure times is less likely
to have this problem because the low-illuminance areas are
reconstructed from the long-exposure images.

5. Conclusion and Future Work

In this paper, we proposed an image sensor with a pixel-
parallel ADC to readout intermediate images. In addition,
the resolution of the pixel-parallel ADC was lowered to
reduce the pixel size, but we proposed to acquire a high-
gradation image with a reconstruction method using mul-
tiple low-gradation intermediate images. Furthermore, we
confirmed the effectiveness of the reconstruction method
through simulation. In future studies, we plan to examine
a reconstruction method that takes into account the move-
ment of the subject, fixed pattern noise due to the variation
in pixel, dark current noise in floating diffusion and ADC
characteristics, an image sensor circuit configuration that is
optimal for intermediate image acquisition, and an A/D con-
version method. In addition, image sensor prototypes and
actual machine evaluations will be discussed.
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