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SUMMARY  Automatic detection of prohibited items is vital in helping
security staff be more efficient while improving the public safety index.
However, prohibited item detection within X-ray security inspection images
is limited by various factors, including the imbalance distribution of cate-
gories, diversity of prohibited item scales, and overlap between items. In
this paper, we propose to leverage the Poisson blending algorithm with the
Canny edge operator to alleviate the imbalance distribution of categories
maximally in the X-ray images dataset. Based on this, we improve the
cascade network to deal with the other two difficulties. To address the pro-
hibited scale diversity problem, we propose the Re-BiFPN feature fusion
method, which includes a coordinate attention atrous spatial pyramid pool-
ing (CA-ASPP) module and a recursive connection. The CA-ASPP module
can implicitly extract direction-aware and position-aware information from
the feature map. The recursive connection feeds the CA-ASPP module pro-
cessed multi-scale feature map to the bottom-up backbone layer for further
multi-scale feature extraction. In addition, a Rep-CloU loss function is
designed to address the overlapping problem in X-ray images. Extensive
experimental results demonstrate that our method can successfully identify
ten types of prohibited items, such as Knives, Scissors, Pressure, etc. and
achieves 83.4% of mAP, which is 3.8% superior to the original cascade
network. Moreover, our method outperforms other mainstream methods by
a significant margin.

key words: X-ray security inspection images, prohibited item detection,
image fusion, multi-scale feature extraction

1. Introduction

As urban populations and crowd densities at public trans-
portation hubs grow, security inspection is becoming in-
creasingly important in protecting public safety [1]. Se-
curity inspection machine is the most widely used security
inspection equipment [2]. It uses X-ray technology to scan a
traveler’s package and generate an irradiation image in real
time. Currently, most of the work of security inspection still
relies on highly trained security staff to carefully identify
by eye whether there are any prohibited items in the irradi-
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ation image [3], [4]. As security staff fulfills a demanding
occupation, being in a high-pressure work environment for
elongated periods may cause false detection or missed detec-
tion of prohibited items, which may seriously threaten public
safety [5S]. Moreover, frequent shift changes consume many
human resources and increase labor costs.

With the substantial development of artificial intelli-
gence technologies, automatic security inspection of prohib-
ited items has become possible in recent years. Machine
learning and deep learning algorithms are the main methods
for prohibited item detection within X-ray security inspec-
tion images. Muhammet et al. [6] utilize the Bag of Visual
Word (BoVW) framework with SVMs structure to classify
prohibited items. Mery et al. [7] proposed to use a method
based on multiple X-ray views to detect regular prohibited
items with very defined shapes and sizes. The main draw-
back of these machine learning approaches is the reliance
on hand-crafted features that require manual engineering.
Wang et al. [8] and Miao et al. [9] proposed a selective dense
attention network and class-balanced hierarchical refinement
(CHR) approach, respectively. These deep learning meth-
ods have achieved better performance compared to machine
learning methods.

However, three challenges still appeal to us in the pro-
hibited items detection task. First, the X-ray security inspec-
tion dataset has an imbalanced distribution of categories.
Deep learning as a standard data-driven technique, a bal-
anced distribution of categories in the dataset is the corner-
stone of the algorithm to achieve better performance. The
dataset used in this paper, as shown in Fig. 1, consists of
two parts provided by iFLYTEK CO.LTD: X-ray images of
the entire package and X-ray images of a separate prohib-
ited item. To alleviate the category imbalance problem, we
propose to leverage the Poisson blending algorithm with the
Canny edge operator to fuse an X-ray image of a separate
prohibited item with an X-ray image of the entire package.
This data enhancement method can naturally fuse the two
X-ray images with minimal noise and increase the diversity
and complexity of the samples.

Second, diversity of prohibited item scales. The size
of prohibited items in the same X-ray image varies. There
is also variation in the size of the same type of prohibited
items in different X-ray images. To address the challenge of
detecting prohibited items at diverse scales, we propose an
approach named Re-BiFPN. For comparison, a cascaded net-
work [10] merges multiple detectors and leverages FPN [11]
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Fig.1  The visualization examples of the X-ray security inspection dataset.

for feature extraction. Unlike the FPN, which mainly con-
centrates on managing multi-scale features through straight-
forward aggregation, Re-BiFPN presents a novel theoretical
advancement. It establishes a recursive multi-scale structure
and incorporates the coordinate information of prohibited
items into the feature layers. This unique design allows
our model to refine multi-scale information iteratively, en-
hancing multi-scale representations. Moreover, it equips the
model with the ability to discern the relative positions and
spatial relationships among prohibited items across different
scales.

Third, the problem of overlapping prohibited items has
been receiving the attention of most researchers, such as
[12]-[14]. In prohibited item detection, however, no loss
function is designed for this problem. Since the evaluation
metric for the prohibited item detection task is IoU (Inter-
section over Union), the loss function in the original cascade
network, which calculates the loss of the prediction box’s
four points, is unsuitable for this task. We designed a new
loss function, Rep-CloU, to make the model more robust to
overlapping items, which considers the IoU between multi-
ple prediction boxes and the centroid distance between the
prediction box and ground-truth. It can effectively prevent
multiple prediction boxes from filtering out by NMS (Non-
Maximum Suppression) when the IoU generated by a partic-
ular prediction box and other surrounding prediction boxes
is large or their centroids’ distance is small.

In summary, the contributions of this paper are as fol-
lows: (1) We propose to utilize the Poisson blending algo-
rithm with the Canny edge operator to fuse an X-ray image
of a separate prohibited item with an X-ray image of the en-
tire package, which can naturally fuse the two X-ray images
with minimal noise and increase the diversity and complex-
ity of the samples. (2) We propose the Re-BiFPN feature
fusion method, which includes a CA-ASPP module and a
recursive connection. The method can learn the coordinate
information implicit in the feature maps while improving the
network’s ability to extract multi-scale features. (3) We de-
signed a new loss function, Rep-CloU, to make the model
more robust to overlapping items, which considers the IoU
between multiple prediction boxes and the centroid distance
between the prediction box and ground-truth. This loss func-
tion can effectively reduce missed detection due to overlap.

2. Related Works

In this section, we introduce previous related works that
use machine learning as well as deep learning algorithms to
detect prohibited items.

2.1 Machine Learning-Based Detection Methods

As machine learning-based methods, Muhammet et al. [6]
suggested using the BoVW (Bag of Visual Word) frame-
work combined with the SVM algorithm to detect prohibited
items. Mery et al. [7] proposed a method based on multiple
X-ray views to detect regular prohibited items. The method
consists of two steps: ‘“‘structure estimation”, to obtain a
geometric model of the multiple views from the object to
be inspected (baggage); and “parts detection”, to detect the
parts of interest (prohibited items). Inspired by [6] and the
advantages of neural networks, Akcay et al. [15] employed
a transfer learning paradigm combined with an SVM such
that a pre-trained CNN can be optimized explicitly as a later
secondary process that targets this specific application do-
main. Roomi et al. [16] trained fuzzy KNN classifiers were
trained with contextual descriptors and Zernike polynomials
to study pistol detection, but only fifteen image examples
were evaluated.

However, these methods are designed mainly for image
classification and hence have weak ability to extract feature
of X-ray images.

2.2 Deep Learning-Based Detection Methods

With the development of artificial intelligence, it has become
possible to apply deep learning algorithms to prohibited item
detection. In addition to machine learning algorithms [15],
Akcay et al. [17] also studied deep learning strategies to im-
prove the performance of cluttered datasets further. They
explored the applicability of multiple CNN-driven detec-
tion paradigms and illustrated the comparative performance
of these techniques, including sliding window-based CNN,
Faster region-based CNNs and region-based fully convolu-
tional networks. Wang et al. [8] collected a dataset named
PIDray and proposed a selective dense attention network
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consisting of a dense attention module and a dependency
refinement module. The dense attention module is used
to capture the discriminative features, and the dependency
refinement module is constructed to exploit the dependen-
cies among multi-scale features. Miao et al. [9] collected a
dataset named SIX-ray and presented a CHR model, which
achieves class balance through a class-balanced loss func-
tion. The CHR model achieves a remarkable detection ad-
vantage on the dataset with few positive training samples.
Nevertheless, these approaches need pay more attention to
the X-ray images dataset’s category imbalance problem.

To learn the different scales of prohibited items, Zhang
et al. [18] proposed a novel asymmetrical convolution multi-
view neural network (ACMNet) that includes an asymmet-
rical tiny convolution module, a detailed convolution multi-
view module, and a fusion strategy of the multi-scale feature
map. However, from their experimental results, the detec-
tion accuracy of some targets was not significantly improved.
The fundamental reason is that there is a significant semantic
gap between each feature layer. Moreover, there is a lack of
handling prohibited item coordinate information across dif-
ferent scale feature maps. Feature pyramids are mainly used
to improve the semantic gap in target detection [19]-[22].
However, unlike typical feature pyramid methods [23], [24]
designed for color images, our Re-BiFPN is tailored for X-ray
security datasets, which predominantly contain monochrome
X-ray images, and it constructs a recursive multi-scale struc-
ture and possesses sensitivity to the coordinates of prohibited
items within these images.

The loss function for the target detection task consists
of two parts, Classification Loss and bounding box regres-
sion Loss. The bounding box regression Loss for the target
detection task has undergone the evolution of Smooth L1
Loss [25], IoU Loss [26], Repulsion Loss [27], GIoU Loss
[28], DIoU Loss [29] and CIoU Loss [30] in recent years.
CIoU Loss can evaluate the overlap area (i.e., [oU), centroid
distance, and aspect ratio between the prediction box and
the ground truth. However, for the overlap problem, CloU
Loss ignores the relationship between a particular prediction
box and other prediction boxes that are close to it. As far
as we know, no loss function is designed for the problem of
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overlapping in prohibited item detection.

Through the above analysis of these related deep learn-
ing works, we approach this prohibited item detection prob-
lem by (a) paying more attention to the X-ray images dataset’s
category imbalance problem, (b) achieving more efficient
cross-scale connectivity and weighted feature fusion to de-
sign a feature fusion method, Re-BiFPN, and (c) designing
a new loss function, Rep-CloU, to make the model more
robust to overlapping items.

3. Proposed Method

Based on the analytical results of last section, here we pro-
pose a method to detect prohibited item within X-ray security
inspection images.

3.1 The Overall Framework of Our Method

Our method is a multi-stage target detection architecture con-
sisting of a series of IoU threshold trained detectors that are
continuously improved. The cascade process can contin-
uously change the distribution of candidate boxes and re-
sample them by adjusting the thresholds [10]. The overall
framework of our method is shown in Fig. 2.

We construct the training set by fusing the X-ray im-
ages of a single prohibited item with the X-ray images of the
entire package. For clarity, we have artificially marked the
location of a single prohibited item in the fused image with
a red circle, as shown in the “Training set” of Fig.2. Our
method employs ResNeXt-101(32x4d) [31] as the backbone
network. The characters on the arrow and the white circles
indicate the feature map of the backbone. The colored circles
indicate the multi-scale features in our proposed Re-BiFPN.
The up arrow in the Re-BiFPN indicates down-sampling;
the down arrow indicates up-sampling; horizontal arrow and
curved arrow indicate connection operations; the red arrow is
recursive connection. The CA-ASPP is coordinate attention
atrous spatial pyramid pooling module. RPN is the region
proposal network. “pooling” is region-wise feature extrac-
tion. “B0” is proposals in all architectures. The “Rep-CloU”
is our proposed bounding box regression loss function. And
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Fig.2  The overall framework of our method.
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“C” is classification loss function.
3.2 Data Handling

The issue of category imbalance refers to a situation in a
training dataset where there is a significant disparity in the
number of samples among different categories. This imbal-
ance may cause the model to overly optimize for the majority
category while neglecting the minority category, thereby re-
ducing the model’s generalization capability. In X-ray secu-
rity inspection dataset, category imbalance may stem from
the much higher occurrence rates of certain prohibited items,
such as knives and lighters, compared to others. Addition-
ally, obtaining X-ray images of specific prohibited items, like
fireworks and slingshots, becomes more challenging due to
their dangerous nature and rarity. To address the imbalance
distribution of categories, we propose utilizing the Poisson
blending algorithm [32] in conjunction with the Canny edge
operator. This method aims to mitigate the category imbal-
ance issue by fusing X-ray images of individual prohibited
items with images of entire packages.

The image in Fig. 1(b) is source image for the Poisson
blending. First, we leverage the excellent contour detection
capability of the Canny edge operator to extract the contour
information of the prohibited item, thus avoiding the intro-
duction of out-of-contour noise. The operation on the source
image is shown in Fig. 3. The source image is randomly ro-
tated or scaling. The random rotation range is [0,360°]. The
range of random scaling is % times the length and width of
the original image, n € {n|l < n < 10,n € Z}. Then con-
tour detection is performed, and interfering parts other than
the target contour is removed to obtain an image to be fused.

After contour detection, we utilize the Poisson blend-
ing algorithm to maximize the retention of gradient informa-
tion of the image to be fused to make the fusion boundary
smoother. The Poisson blending of Fig.3(b) and Fig. 4(a)
is performed. Finally, an image is obtained after Poisson
blending as shown in Fig. 4(b).

Compared to the addition operation, as shown in
Fig. 4(b) and Fig.4(c), our method offers superior image
fusion quality and improved edge blending effects. This ad-
vantage stems from Poisson blending’s consideration of gra-
dient discrepancies between the target and source images,
enabling a more natural fusion that avoids abrupt changes in
edges and colors. Conversely, the addition operation merely
involves straightforward pixel value summation, which might
lead to less smooth and natural image fusion outcomes.

In Fig. 4(d), we display an actual image with occlusion.
Both the object marked in red in Fig.4(d) and the blended
object in Fig. 4(b) represent Zippooil. It’s evident that the
image generated by our method reproduces the occlusion
nearly as accurately as the actual image. In addition, the
image produced by our method maintains edge details similar
to the actual image and prevents abrupt transitions in edges
and colors.

We employ the Structural Similarity Index (SSIM) to
quantitatively assess the similarity and structural preserva-

IEICE TRANS. FUNDAMENTALS, VOL.E107-A, NO.5 MAY 2024

(a) Source image. (b) Image to be fused.

Fig.3  Contour detection is performed on the source image utilizing the
Canny edge operator. For the clarity of the presentation, we have marked
the borders of the source image in blue. After processing by the Canny
edge operator, the boundary of the image to be fused is the contour of the
prohibited item.

£ P

(a) Image before the Poisson (b) Image after the Poisson
blending. blending.

o

(c) Image obtained through ad- (d) Actual image with occlusion
dition. in the dataset.

Fig.4  An example of image fusion utilizing the Poisson blending with
the Canny edge operator. For clarity, we also show the image obtained by
utilizing the general addition operation, denoted as (c), the actual image
with occlusion in the dataset, denoted as (d), and compare them to (b).

tion between images before and after each Poisson blending
operation, as depicted in Fig. 5. SSIM is an effective metric
for evaluating image quality and is frequently used to mea-
sure the resemblance between two images in terms of pixel-
level differences, structural coherence, and textures. The
findings, displayed in Fig. 5, show high SSIM values. The
highest SSIM value achieved is 98.82%, the lowest stands
at 93.03%, and the average is 95.50%. These figures under-
score a considerable similarity between the images before
and after Poisson blending, especially concerning textures,
structure, and intricate details.

We analyze samples both before and after the applica-
tion of our method, as depicted in Fig. 6. From this figure, it
becomes evident that using our method results in a substan-
tial increase in the sample counts for five categories: Fire-
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Fig.5 Line chart of Structural Similarity Index (SSIM) for each image
before and after Poisson blending. The maximum SSIM value reaches
98.82%, the minimum is 93.03%, with an average of 95.50%. The red-
marked point represents the SSIM value of the images before and after
Poisson blending shown in Fig. 4.
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Fig.6  Distribution of prohibited item categories before and after Poisson
blending.

crackers, Handcuffs, Nailpolish, Slingshot, and Zippooil.
Moreover, aside from Knife and Lighter which are more
commonly encountered and thus easier to collect in larger
quantities, the sample distribution across categories appears
relatively balanced. It’s crucial to note that our method is
only utilized during the model’s training phase, while the
evaluation is conducted using the original images.

3.3 Re-BiFPN Feature Fusion

To improve the network’s ability to learn multi-scale features
of prohibited items, we propose the Re-BiFPN feature fusion
method, which achieves more efficient cross-scale connec-
tivity and weighted feature fusion. The Re-BiFPN includes
a recursive connection and a CA-ASPP module.

Figure 7(a) shows the structure of Re-BiFPN proposed
in this paper. Re-BiFPN connects the layers in BiFPN to the
bottom-up backbone network through additional recursive
connections to form a recursive structure. The red arrow
in Fig.7(a) is the recursive connection. Specifically, this
recursive connection brings the features with rich multi-scale
information back to the lower-level backbone network, which
is not rich enough in multi-scale information, thus enhancing
the representation of features to achieve efficient cross-scale
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(b) Unrolling Re-BiFPN.

Fig.7  The structure of Re-BiFPN and the expanded view. The white
circles represent the feature maps extracted by backbone. The colored
circles indicate the multi-scale features in the Re-BiFPN structure.

connectivity and weighted feature fusion. Figure 7(b) is the
expanded view of Fig. 7(a).

The structure of CA-ASPP module is shown in Fig. 8.
The CA-ASPP module takes the output features of the first
BiFPN structure as input and converts them into the features
used in the second bottom-up backbone network in Fig. 7(b).
Simultaneously, it captures cross-channel, direction-aware,
and position-sensitive information to help the model locate
and identify prohibited items.

As shown in Fig.8, in addition to 1 X 1Conv and
1 X 1Pooling, we set up 3 X 3Conv dilated convolution
with the expansion ratio of 4, 8, and 12 for capturing the
multi-scale information in the feature maps. And then, the
two vectors are obtained by average pooling for horizontal
and vertical directions, respectively. These two vectors with
embedded direction-aware and position-sensitive informa-
tion are encoded as two attention maps, each capturing the
long-range dependencies of the input feature map along a
spatial direction. The Concat operation and BN operation
are performed on these two vectors. Next, the split operation
is performed and the weights are obtained after the Sigmoid
activation function. Finally, the weights are added to the
C x H X W feature maps.

Mathematical expression of the Re-BiFPN struc-
ture: Let Pl?d and P¢*" denote the intermediate feature layer
and the output feature layer of the first BiFPN structure, re-
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Fig.8  The structure of CA-ASPP module.

spectively. Resize denotes up-sampling and down-sampling.
Both w; and w; denote learnable weights. P'¢ and P! are
calculated according to Eq. (1) and Eq. (2), respectively. Let
R; denote the feature transformation before connecting the
features to the bottom-up backbone network. Let Fl.’d rep-
resent the intermediate feature layer of the second BiFPN
structure. Let F”"' represent the output layer features of
the second BiFPN structure. Then, the intermediate feature
layer and output layer features of the second BiFPN structure
can be derived according to Eq. (3) and Eq. (4), respectively.
To prevent the divisor from being zero set £ in the formula
to a small constant. The fusion module in Fig. 7(b) is used
to fuse P and F"' together. To further improve the effi-
ciency, the feature fusion process of Re-BiFPN uses deeply
separable convolution [33].
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Fig.9 Example of visualization of prohibited item detection errors.
Green boxes are correctly prediction boxes, while red boxes are false posi-
tives caused by overlapping. The confidence scores outputted by detectors
are also attached. The errors usually occur when a prediction box shifts
slightly or dramatically to a neighboring ground-truth object, or bounds the
union of several overlapping ground-truth objects.

3.4 Rep-CloU Loss Function

The loss function used in the original cascade network for
bounding box regression is Smooth L1 loss, which has some
limitations in the prohibited item detection task. When the
Smooth L1 loss is used to calculate the bounding box of
the target detection, the losses of the four points are first
calculated independently and then summed to get the final
bounding box loss. While the metric in the prohibited item
detection task is IoU, the Smooth L1 loss of multiple detec-
tion boxes may be the same, but the [oU may vary greatly, so
the Smooth L1 loss is not applicable to the task in this paper.

In addition, overlapping prohibited items is also a prob-
lem that needs attention. As shown in Fig. 9, in the case of
overlapping between multiple targets, the prediction boxes
of multiple targets are regressed into one box. The reason is
that the NMS algorithm filters out multiple prediction boxes
because they are too close. To make each prediction box as
close as possible to the ground truth while staying away from
the regions of other targets, we propose the Rep-CloU loss
function of Eq. (5). Coefficients o and § act as the weights
to balance the Lcjou and the Lgep.

Lrep-crou = @ Lcrou + B+ LRep 5)

The Lcjou loss term is expressed as Eq. (6). Where
IoU is the ratio of the intersection and union of the pre-
diction box and the ground-truth; b and b, denote the
centroids of the prediction box and the ground-truth, re-
spectively; p denotes the Euclidean distance; c¢ denotes
the diagonal distance of the minimum outer rectangle of
the prediction box and the ground-truth; A is a positive
trade-off parameter, 4 = m; v denotes the con-
straint on the geometric relationship of the prediction box,
v = %(arctan ’;I’Tj,t — arctan %)2, w, h, w9, h9' represent the
height and width of the prediction box and the height and
width of the ground-truth, respectively.

The Lgep loss term is expressed as Eq.(7). Where
Smooth;, is a commonly used regression loss function, and
its expression is Eq. (8); BY" and BY’ denote the prediction
box for the initial detection box P; and P; regressions; 1 is
an identity function; & is a small constant set to prevent the
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divisor from being zero.

p2(b,b9")
o2

Yizj Smoothy,(IoU(B¥, BFi))

Lciou =1-10U + + Av (6)

LRep = ;

fer Zi;&j]l[IUU(BPi,BPJ')>0]+8 N
_|-in(1-x) x<0

Smoothy, = { . 20 ®)

Rep-CloU loss function considers not only the IoU be-
tween multiple prediction boxes but also the centroid dis-
tance between prediction box and ground-truth. The Lg.p
loss term in Rep-CloU represents the loss value generated
between a prediction box and a prediction box that is adjacent
and not the same target. Its purpose is to exclude other de-
tection boxes with different targets, making the model more
robust to overlapping items. It can be found from Eq. (7)
that when the IoU distance between the target prediction box
P; and other surrounding prediction boxes P; is larger, the
generated loss is also larger. Therefore, the Lg.p loss term
can effectively prevent multiple prediction boxes from being
filtered out by the NMS algorithm because they are too close
to each other, and thus reduce the missed detection due to
overlapping.

4. Experiments
4.1 Dataset and Experimental Setting

Dataset: The dataset includes ten types of prohibited
items: Knife, Scissors, Lighter, Zippooil, Pressure, Sling-
shot, Handcuffs, Nailpolish, Powerbank, and Firecrackers.
The visual presentation of the dataset is shown in Fig. 1(a).
Figure 1(b) shows the images of five (Firecrackers, Hand-
cuffs, Nailpolish, Slingshot, Zippooil) of the ten types of
prohibited items after X-ray irradiation alone. Each of these
five categories contains 200 images. The dataset comprises
atotal of 6,400 images, with 5,400 images of entire packages
in X-ray and 1,000 images of individual prohibited items in
X-ray. For the 5,400 images, the training set accounts for
two-thirds and the test set accounts for one-third.

Experimental environment: The experimental envi-
ronment in this paper is shown in Table 1. To control the
experimental variables, we used a 32-group ResNeXt-101
(32x4d) network as the backbone network with a pre-trained
model. We visualize and analyze the aspect ratio of the
ground-truth of the training set images as shown in Fig. 10,
so it is appropriate to set the Anchor_Ratio parameters in
the RPN network to [0.4, 0.6, 0.8, 1.0, 2.0, 3.0].

Evaluation metrics: The mAP (mean Average Preci-
sion) is commonly used to evaluate the performance of target
detection algorithms. The AP (Average Precision) is used to
measure the accuracy of a certain category. The AP of all
categories is averaged as mAP, and the expression is Eq. (9).
Where N is the number of categories, AP, is the AP of
category c.
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Table1 Experimental environment parameters.

Name Environment parameters

System Linux 4.4.0-130-generic x86_64

GPU TeslaV100-SXM2

RAM 16GB

Framework Pytorchl.3
00 | idth-to-Height Ratio

1500

1000

0

Fig.10  Statistics on the number of ground-truth aspect ratios in the
dataset. The network parameters are adjusted based on the statistics to
make the network more suitable for the dataset in this paper.

Table 2  Experimental results of comparing different weighting coeffi-
cients in Rep-CloU loss function.

@ | B | mAP(%)

03 | 07 81.9
04 | 0.6 81.9
05 | 05 82.3
06 | 04 82.6
07 | 03 82.2

1
mAP = v AP, 9)

4.2 Ablation Experiments of Our Proposed Method

Before the ablation experiments, we perform parametric ex-
periments of the Rep-CloU loss function. To verify the
best performance of the Rep-CloU loss, coefficients a and 8
act as the weights to balance the Lcjou and the Lg.p. The
parametric experiments are based on the original Cascade R-
CNN algorithm combined with the proposed Rep-CloU loss
function to perform comparison experiments with different
weighting coefficients. Table 2 shows our results with dif-
ferent settings of @ and B. It can be concluded from Table 2
that different weighting coefficients have different effects on
the algorithm accuracy. Empirically, @=0.6, 5=0.4 yields
the best performance.

Next, to illustrate the impact of our method on detection
performance, we set up an ablation experiment with the
original Cascade R-CNN [10] which employs the FPN and
Smooth L1 loss function as the baseline. The evaluation
metric is mAP, and the results of the ablation experiments
are shown in Table 3. It can be seen that our proposed Poisson
blending combined with the Canny edge operator method,
the Re-BiFPN feature fusion method, and the Rep-CIoU loss
function improved 1.5, 1.6, and 0.8 percent, respectively,
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Table3  Comparisons of the AP and mAP when adding baseline with the Poisson blending, Re-BiFPN,
and Rep-CloU.
Method ‘ Knife Scissors Lighter Zippooil Pressure Slingshot Handcuffs Nailpolish Powerbank Firecrackers ‘ mAP(%)
Baseline \ 73.2 75.4 82.2 73.1 87.4 71.9 87.5 94.9 823 90.1 \ 81.8
Baseline
w/Poisson | 75.8 74.4 82.4 81.4 88.5 75.2 87.6 100 81.9 86.1 \ 83.3
Baseline
w/Re-BiFPN | 75.8 74.1 84.1 78.7 88.4 72.3 87.3 100 84.3 89.2 \ 83.4
Baseline
w/Rep-CloU | 75.2 75.2 82.5 72.3 88.4 74.0 87.3 96.1 85.5 89.2 \ 82.6
Ours \ 78.8 78.4 84.7 78.2 89.4 81.0 87.3 100 87.3 90.9 \ 85.6
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Histogram of scale distribution for each category. In the subplots, the horizontal axis represents

the pixel area of prohibited items, while the vertical axis represents the frequency. The headers “max”,
“min”, and “mean” respectively indicate the maximum, minimum, and average values of prohibited
item pixel areas within each category. Please note the scales of the horizontal and vertical axes in each

subplot.

which seems the summation 3.9 percent could be improved
theoretically. Table 3 also shows the AP for each category
in the ablation experiments. It can be found that the AP
of some prohibited items in each ablation experiment has
improved, indicating that our method can effectively improve
the accuracy of prohibited items.

4.3 Comparison Experiments between Our Method and the
Baseline

Comparison of detection accuracy: Our method is the
baseline combination with the Poisson blending method, the
Re-BiFPN feature fusion method, and the Rep-CloU loss
function. As can be seen from Table 3, the AP has increased
in most categories. The APs of Nailpolish and Firecrackers
reach above 90%, and the APs of Lighter, Pressure, Sling-
shot, Handcuffs, and Powerbank also reach above 80%. Al-
though the AP of Knife, Scissors, and Zippooil does not reach
80%, it is still a good improvement compared to the base-
line. Compared with the baseline, the mAP of our method
gets 85.6%, which is an improvement of 3.8%. Slingshot,
Knife, Zippooil, and Nailpolish have the most noticeable im-
provement, with 9.1%, 5.6%, 5.1%, and 5.1%, respectively.
Our method improves the mAP by 3.8 percent compared
to the baseline. Although the theoretical improvement, 3.9

percent, is not reached, 3.8 percent can be considered as a
reasonable good improvement.

In the comparison between the Baseline and Baseline
with Poisson, we note that the accuracy has improved for all
categories that had an increase in sample counts, except for
Firecrackers. Asdepictedin Fig. 11, the volume of Firecrack-
ers is larger than that of other categories, which might be
related to its decrease in accuracy. For the categories Knife,
Lighter, and Pressure, where the sample counts remained
unchanged, their performance has also shown improvement.
The enhanced accuracy for these categories could be at-
tributed to their ample number of samples, and the improved
accuracy in other categories likely reduces the risk of mis-
classification by the model.

In the comparison between Baseline and Baseline with
Re-BiFPN, referencing Table 3 and Fig. 11, we note im-
provements in accuracy for several categories, including
Knife, Lighter, Zippooil, Pressure, Slingshot, Nailpolish,
and Powerbank. However, there was no observed improve-
ment in accuracy for the three other categories: Handcuffs,
Firecrackers, and Scissors. Drawing from the insights pro-
vided by Fig. 6(a) and Fig. 11, the decrease in accuracy for
Handcuffs and Firecrackers could be attributed to their lim-
ited sample counts and a broad range of scales. The efficacy
of the Re-BiFPN method might be hindered by this factor,
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Fig. 12
input images. For clarity, we artificially highlight the prohibited items in red in the input image. The
second row shows the detection effect of the baseline. The third row shows the detection effect of our

e

Comparison of detection effect between our method and the baseline. The first row shows the
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method.
Table4  Comparisons of the AP and mAP with other mainstream methods.
Method ‘ Knife Scissors Lighter Zippooil Pressure Slingshot Handcuffs Nailpolish Powerbank Firecrackers ‘ mAP(%)
Mery et al. [7] ‘ 65.3 71.8 76.5 61.5 74.8 72.4 75.5 80.0 78.6 74.6 ‘ 73.1
Zhang et al. [18] ‘ 71.7 66.8 78.5 68.5 83.2 71.5 86.5 80.0 83.4 86.3 ‘ 78.2
Wang et al. [8] ‘ 69.4 73.5 81.3 72.6 82.5 80.5 84.7 95.0 82.5 85.2 ‘ 80.7
Wangetal. [34] | 71.7 754 785 72.6 83.2 78.4 86.5 90.0 87.3 852 | 809
Miao et al. [9] ‘ 754 73.5 719 74.5 85.5 79.6 82.5 95.0 82.5 84.8 ‘ 81.1
Ours ‘ 78.8 78.4 84.7 78.2 89.4 81.0 87.3 100 87.3 90.9 ‘ 85.6

given its need for a significant volume of data to adeptly learn
a variety of multi-scale features. The decrease in accuracy
for Scissors might be due to complex occlusions between the
Scissors and the background and overlapping texture details,
as illustrated in Fig. 1(a) for Scissors.

Comparison of detection effect: Figure 12 shows the
detection effect of our method and the baseline.

In the image, the closer the yellow box is to the pro-
hibited item, the better the algorithm is at locating the pro-
hibited item. Under the condition that the labels are correct,
the scores of the labels are positively correlated with the
classification ability of the algorithm. Combining Table 3
and Fig. 12, we can find that the baseline (the original Cas-
cade R-CNN) has missed detections for categories Knife,
Lighter, Zippooil, Nailpolish, and Powerbank, and however
our method can detect all these missed prohibited items.
Moreover, even for the categories of Firecrackers, Handcuffs,
Pressure, and Scissors that can be detected by the baseline,
our method’s localization and classification effects are better
than the baseline.

4.4 Comparison Experiments between Our Method and
Other Mainstream Methods

In the comparative experiments, we benchmarked against
SOTA (State-of-the-Art) methods from various domains.
The work by Miao [9] represents the SOTA method in the
field of foreground-background separation techniques. Sim-
ilarly, the method proposed in [34] stands as the SOTA
method among single-stage approaches, while Wang’s

method [8] is recognized as the SOTA method among two-
stage approaches. Zhang et al.’s technique [18] has demon-
strated noteworthy performance in prohibited item detection
tasks. Additionally, the method introduced by Mery [7] is
a prominent representative within the domain of machine
learning-based methods. These benchmarks enable us to
conduct comprehensive comparative analyses to showcase
the efficacy of our proposed method.

Comparison of detection accuracy: As can be seen
from Table 4, the detection accuracy of our method is re-
spectively 12.5%, 7.4%, 4.9%, 4.7%, and 4.5% higher than
that of the five control groups. Among the five comparison
methods, the accuracy of the algorithm proposed by Mery et
al. [7] based on machine learning is only 73.1%. In contrast,
the detection accuracy of our method in this paper reaches
85.6%.

Comparison of detection effect: Figure 13 shows the
detection effect of our method and other comparison algo-
rithms.

As shown in Fig. 13, the method proposed by Mery et
al. [7] shows a severe wrong detection for Lighter. More-
over, Handcuffs, Nailpolish, Scissors, and Slingshot, have
missed detection. Although Pressure and Firecrackers can
classify correctly, their prediction boxes do not fully cir-
cle the prohibited items. The method proposed by Zhang
et al. [18] also has some wrong and missed detections for
Lighter, Handcuffs, Pressure, and Firecrackers. The method
proposed by Wang et al. [8] has good detection for Lighter
and Scissors. But Handcuffs and Pressure both have some
wrong detection. Knife and Firecrackers need to be located
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Fig.13  Comparison of detection effect between our method and other mainstream algorithms. The
input image is shown in the first row of Fig. 12. The first to fifth rows represent the detection effect of
the five control groups in Table 4. The last row shows the detection effect of our method.

precisely. The method proposed by Wang et al. [34] is a rep-
resentative one-stage target detection algorithm. However,
Knife, Lighter, and Pressure have some detected that need to
be corrected. The method proposed by Miao et al. [9] has
better classification accuracy for Lighter, Scissors, Pressure,
Zippooil, and Slingshot. However, it can be seen from the
figure that the prediction boxes of Lighter, Pressure, and Zip-
pooil do not accurately locate the location of the prohibited
items.

The last row shows the detection effect of our method. It
performs better for Lighter, Handcuffs, and Scissors, which
are more prone to wrong and missed detection. In addition,
our method is more accurate in locating Pressure, Firecrack-
ers, Zippooil, and Pressure. In summary, it can be seen from
Table 4 and Fig. 13 that our method has better localization
precision and higher classification accuracy in this work.

5. Conclusions

In this paper, we discussed three challenges faced in prohib-
ited item detection within X-ray security inspection images:
(a) the imbalance distribution of categories, (b) diversity of
prohibited item scales, and (c) overlap between items.

For (a), we proposed to leverage the Poisson blending
algorithm with the Canny edge operator approach to increase
the diversity and complexity of the samples. For (b), we pro-
posed the Re-BiFPN feature fusion method, which consists
of a CA-ASPP module and a recursive connection. The
CA-ASPP module extracts the location information from the
multi-scale feature maps. The recursive connection feeds the
multi-scale feature maps processed by the CA-ASPP module
to the bottom-up backbone layer. For (c), a Rep-ClIoU loss

function is designed to address the overlapping problem in
X-ray images.

In the ablation experiments, our proposed Poisson
blending combined with the Canny edge operator method,
the Re-BiFPN feature fusion method, and the Rep-CloU
loss function improved 1.5, 1.6, and 0.8 percent, respec-
tively. Comparison experiments show that our method can
successfully identify ten kinds of prohibited items such as
Knife, Scissors, etc., and achieved 83.4% of mAP, which is
superior to the baseline (the original Cascade R-CNN) and
other mainstream methods.

In our future work, we are going to further increase the
types of prohibited items by adding training samples to meet
the needs of different customs scenarios such as those of
airports, delivery services, and subways. Additionally, we
are going to further investigate and establish a consistent and
objective benchmark for evaluating human visual inspection.
Eventually we are going to develop a security check assis-
tance system and deploy the model in the system to assist
security staff. Such a security check assistance system can
effectively reduce the labor cost and improve the quality of
security inspection services.
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