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SUMMARY  Physical attacks against cryptographic hardware have be-
come a major threat. For example, side-channel attacks (SCAs) exploit in-
formation leakage from power consumption and electromagnetic radiation
during encryption to recover secret keys. We recognize them as a powerful
threat because the attackers can conduct them using relatively inexpensive
equipment. Thus, embedded systems based on cryptographic hardware
need to be secure against SCAs. Threshold Implementation (TI) is widely
studied as an effective countermeasure against SCAs. Each sensitive inter-
mediate value is divided into multiple values called shares using random
bits, and each share is performed to realize the cryptographic algorithm
securely. TI requires three important properties for secure computation:
correctness, non-completeness, and uniformity. Note that non-linear oper-
ation, e.g., AES S-box, cannot preserve perfect uniformity. Compensating
for the lack of uniformity, the intermediate values must be re-masked using
a large amount of fresh random numbers, called refreshing. Therefore, it is
necessary to use random numbers in random number generators (RNGs) to
implement TI, but the security requirements for randomness in such RNGs
are not yet well-discussed. In this paper, we investigate the impact of practi-
cal randomness on security against SCAs. More specifically, we implement
AES hardware protected by second-order TI on an FPGA to evaluate the se-
curity in cases where the random number used for dividing the secret value
into shares is fixed or random. Furthermore, we also explore information
leakage in the case where randomized or fixed seed values are sent to the
RNG used in refreshing or where the frequency of random number updates
isreduced. Based on these results, we discuss practical randomness suitable
for TI-based hardware countermeasures.

key words: AES, side-channel analysis, masking, TI, randomness, M&M

1. Introduction

In a digital society, as information technology evolves
and becomes increasingly prevalent, we communicate large
amounts of data in various situations in daily life. For exam-
ple, personal information and confidential data are constantly
being sent and received through the usage of credit cards
and smartphones. Security is an extremely important factor
in such transactions, and cryptography plays an important
role in information security functions such as confidential
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communication and authentication. Advanced Encryption
Standard (AES) [2], the most widely used symmetric-key
cipher in use today, provides high security and ensures data
confidentiality. Over the years, this cipher scheme has with-
stood most cryptanalysis attacks. However, attacks through
physical access to cryptographic hardware devices such as IC
cards and credit cards, a.k.a. physical attacks, can invalidate
the data confidentiality and disclose secret data.

Examples of physical attacks include side-channel at-
tacks (SCAs) that predict the secret key for encryption by
observing physical information generated as a side effect of
the encryption calculation. One of the principal SCAs is a
correlation power analysis (CPA) that extends the analysis
method of differential power analysis (DPA) [3] proposed by
Brier et al. in 2004 [4]. The attacker estimates the leak-
age using the guessed key and power model, e.g., Hamming
distance model, which approximates the power consumption
from the number of transition bits in a target register. Then
the attacker tries to identify the secret key by calculating
the correlation coefficients between the predicted leakage
and the actually measured data. Previous work on electro-
magnetic analysis (EMA) that uses electromagnetic radia-
tion instead of power consumption has also been intensively
researched [5-7].

Masking has proven to be one of the best approaches, as
shown by several experimental results and theoretical obser-
vations about the countermeasures against SCAs. The fun-
damental idea behind the masking scheme is to randomize
intermediate values dependent on the cipher key and to am-
plify noise. The best-known approach in masking is Boolean
masking [8], where the confidential value is split into mul-
tiple shares, where the XOR of these shares maintains the
original value.

Threshold Implementations (TI), proposed by Nikova
et al. [9] in 2006, is a countermeasure based on multiparty
computation (MPC). It addresses the above-mentioned prob-
lem theoretically. This approach has been extended to higher
orders in [10]. In this technique, the input shares are defined
as td + 1, where t is the algebraic order of the function and
d is the order of the security. As the number of shares in-
creases the cost of implementation, an important issue for
TI is to configure the function with the smallest number of
shares. It is discussed that d + 1 input shares are sufficient
when d-th order security is needed in [11, 12]. In the case
of implementing TI for an AES S-box, it is necessary to use
at least five shares to protect against second-order attacks
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on nonlinear functions [10]. By contrast, the use of three
shares for second-order security requires a lot of fresh ran-
domness to compensate for the lack of uniformity, which
is one of the essential requirements of TI. The process is
called refreshing. In 2016, De Cnudde et al. [13] proposed
the first and second-order masked implementation of AES
with Consolidated Masking Scheme (CMS) [12] using d + 1
input shares. Subsequently, De Meyer et al. [14] proposed
M&M (Masks and Macs) implementing the AES S-box with
d + 1 input shares in [13]. This technique is a promising
countermeasure resistant to both SCAs and differential fault
analysis (DFA) [15-17].

Over the years, there has been extensive study of first-
order, second-order, and higher-order masking of AES, and
numerous papers have appeared. Despite various discus-
sions, all solutions for masking AES require a large number
of randomness resources, i.e., a large number of random
bits. Therefore, it is necessary to use random number gener-
ators (RNGs) in TI and to focus on the relationship between
their randomness and physical security. However, how the
randomness of RNG affects masking security is not well-
discussed, and to the best of our knowledge, no such paper
has been found.

Furthermore, the increasing need to incorporate SCA
countermeasures into commercial equipment requires a
method that can quickly and robustly evaluate side-channel
leakage. For example, DPA [3] and CPA [4] are practical
methods for verifying the feasibility of attacks, but they are
time-consuming due to the need to assume many interme-
diate values and leakage models. These methods are also
impractical because the types and number of SCAs are in-
creasing day by day. Therefore, there is a growing demand
to establish evaluation methods that are independent of at-
tacks, intermediate values, and leakage models. One such
approach is known as the leakage assessment method using
Welch’s t-test [18]. This method can efficiently inspect leak-
age without actual attacks. Becker ef al. [19] introduced the
TVLA (Test Vector Leakage Assessment), a more specific
procedure for evaluating leakage using Welch’s t-test.

(1) Contributions

To the best of our knowledge, no previous studies have dis-
cussed and evaluated the randomness of RNGs used for
masking countermeasures. In this paper, for the first time,
we quantitatively investigate the impact of randomness used
in TT on security against SCAs using an FPGA to imple-
ment a second-order masked AES with three shares. The
contributions of this paper are summarized as follows:

i) We present that the randomness of sharing is directly
related to side-channel leakage. The TVLA evaluation
observes leakage when the secret data is divided into
shares using fixed random numbers for each encryption
process.

ii) Next, we show that insufficient randomness for refresh-
ing leads to information leakage regardless of the ran-
domness of sharing. Specifically, in addition to the
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Fig. 1: Algorithm of the AES cipher

contributions of [1], we observed leakage as a result
even when the frequency of random number updates
was reduced.

iii) Finally, based on the TVLA results, we propose ran-
domness suitable for implementation, both when used
in share sharing and when used in S-box calculations
masked by TI featuring a pipeline structure. The em-
pirical experiments show that it is important to use
different seed values and to keep updating the random
numbers since any loss of randomness in either of these
cases can have a negative impact on physical security.

(2) Organization

The remainder of this paper is organized as follows. In Sec-
tion 2, we describe the background knowledge: AES, the
compact S-box, TI, and RNGs. Section 3 introduces a case
study of M&M AES with second-order SCA security, and
explains a masked compact S-box based on tower-field de-
composition. Section 4 shows the target evaluation device
and the experiment setup. Section 5 evaluates the impact
of randomness used in masking cryptographic hardware. In
Section 6, we discuss practical randomness suitable for mask-
ing implementations. Finally, we conclude the paper with
Section 7.

2. Preliminaries
2.1 Description of AES

AES (Advanced Encryption Standard) [2] is a 128-bit block
cipher proposed by Daemen and Rijmen, and adopted by
NIST (National Institute of Standards and Technology) in
2000. The key length can be selected from 128, 192, and
256 bits, while this paper focuses on the 128-bit key. The
cipher applies ten round functions consisting of SubBytes
for nonlinear operations, ShiftRows and MixColumns for
linear operations, and AddRoundKey for key addition. The
overview of the AES algorithm is illustrated in Fig. 1.

1. SubBytes: Calculate by S-box for each byte. The S-box
combines the calculation of the multiplicative inverse
in GF(2%) and affine transformation.

2. ShiftRows: Shift the left 4-byte row by a constant rule.

3. MixColumns: Multiply a constant matrix by 4-byte in
the column direction.

4. AddRoundKey: Calculate XOR with the round key.
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S-box

Inputz ——— Inversion Affine Trans. —— Output S(z)

Fig.2: Compact AES S-box architecture

In this paper, the S-box output result for input value x is
denoted as S(x).

2.2 S-box in hardware implementation

To implement the S-box on an FPGA, look-up tables (LUTs)
are normally used, but in scenarios with limited resources,
such as memory usage or circuit area, the following two-step
computation scheme, as shown in Fig. 2, is also used.

1. Inversion: Calculate the inverse multiplicative inverse
y for input x over GF(2%).

_Jo if x=0, )
v= x~!  otherwise.
2. Affine transformation: Apply the following matrix
transformation.
S7 1111100 0)\(y 0
Se 0111110 0|fys 1
Ss 0011111O0||lys 1
Saf (0001111 1])|ys 0
ss|I=ltooo1 11 1||m|Tlo] @
SH 1100011 1|y 0
S 1110001 1|y 1
S() 11110001!/() 1

where S is the output value of the S-box, and subscripts
indicate bit positions (# 7 is the most significant bit).

However, computing multiplicative inverses is generally
time-consuming and increases circuit area, thus requiring
efficient implementation. Accordingly, compact S-boxes
with composite fields have been proposed so far [20, 21].
In particular, Canright [21] designed a very compact S-box
implementation in tower fields using a normal-basis repre-
sentation.

2.3 Threshold Implementation

The TI countermeasure, proposed by Nikova et al. at ICICS
2006 [9], is one of the Boolean masking methods and is
based on multiparty computation (MPC). TI is a technique
that divides each secret variable in a circuit into pairs of
values called shares. In this paper, we use shares with three
elements. Given a variable x over GF(2%), its shared value
is represented as X = {x,, xXp, Xc } such that x = x, +xp + x..
The benefit of representing a value x by a share x is that if
each share is uniformly distributed, no information about x
is revealed, even with the proper subset of the shares. In
addition, in representing data by shares, d-th order TI is

Non-T1 TI
Input share {zg, Ty, Zc}
S.t. TaPDT D=

x z, Ty x,
'¢ d)a "pb ¢c
| Lol
z Za 2b Zc

Output share {2a, 2p, 2c}
S.t. 2a D2 D 2c=2
Fig. 3: Overview of TI and Non-TI

provably secure against d-probing model’ attacks. If not
only the data but also the mapping is made to have similar
properties, the entire cryptographic process can be made
resistant to the probing attacks.

Here, a mapping z = ¢ (x) is considered, where z repre-
sents the final output result and x is the original input value.
When computing ¢ in a secure way using TI’s share, the

mapping ¥ is split into {¢ ., ¥p, ¥}

Za = 'pa(xb’xc)’
b = Y (Xe, Xa), 3)
Zc = lﬁc(xmxb)’

where {z4,2p, 2¢} is an output share. The above pair is
called a share map. An overview of the share map in TI
illustrating Eq. (3) and Non-TI is shown in Fig. 3. TIrequires
the share map to have three properties: Correctness, Non-
completeness, and Uniformity.

1. Correctness: The output result must be the same as the
original mapping ¢ using the share map ¥4, ¥p, ¥}
That is, a shared map is correct if it satisfies the follow-
ing Eq. (4).

Yy(x) =z
=Za+2pt+2Zc
= (xp, Xe) +Up(Xe, Xa) + e (Xa, Xp).

“

2. Non-completeness: A share map is non-complete if all
share maps {¥ 4, ¥p, ¥} use only a proper subset of the
input share x. This does not provide any information
about the original value x.

3. Uniformity: Shares must appear equally, i.e., a proba-
bility of occurrence of each input share must be equal

TThis model was proposed by Ishai et al. [22], where the attacker
has d probes and can see up to d gates or wires in a circuit in a
given time, e.g., one clock cycle.



for any input. Let X be a random variable for the share.
A share x = {x,, xp, x. } is said to be uniform if it occurs
with equal probability for a given x, as in Eq. (5).

an,Xb,xC, Pr[)_( = {x(l +xb +xC}] =a, (5)

where « is a constant. Also, the share map {4, ¥p, ¥}
is uniform if for a map

{'J/a,l//b»l//c
>

}
{xa,xb»xc} {Za»zb»ZC}’

the input share {x,, xp, x. } is uniform, then the output
share {z4, zp, Z¢ } is also uniform.

Let {x4, xp, xc} and {t,, tp, t } denote the shares of x and ¢,
respectively, and {4, ¥, ¥} denotes the share maps of .
Consider the relationship between share and share map as in
Eq. (6).

{l//aa‘//bal//c
>

}
{xa,xb»xc} {tg,tbvtc}' (6)

The map of Eq. (6) is shown in Fig. 4a, where the input
share {x,, Xp, X} is assumed to be uniform. Notice that if
the share map {¥, ¥y, ¥} satisfies uniformity, the output
share {t,, tp, t.} is uniform. On the other hand, consider the
case where the share map {4, ¥p, ¥} does not satisfy uni-
formity, e.g., a two-input nonlinear operation (such as AND
gates) whose number of elements in the input share is three.
Due to the fact that the share {7, tp, . } is not uniform [23],
it is necessary to add fresh random bits (ry, r»,r3) such that
r1 + rp + r3 = 0 to the output of the share map {¥,, ¥p, ¥}
to ensure the uniformity, as shown in Fig. 4b. This process
is called refreshing.

2.4 Random Number Generator

In order to implement SCA countermeasures, such as the
randomization of target values in the masking and refresh-
ing process, it is necessary to implement random number
generators (RNGs) and add random numbers. There are
two types of RNGs: true random number generators and
pseudo-random number generators.

True random number generators (TRNGs) generate ran-
dom numbers by exploiting the entropy source in the behav-
ior of physical phenomena. TRNGs are in high demand in the
security field due to their high level of security. The random
number needs to be robust against reproduction, i.e., the next
random bit is unpredictable. However, TRNGs are normally
not cost-effective, mainly due to their low throughput, high
power consumption, and difficulty in generating reliable ran-
dom numbers. Furthermore, it is known that the frequency
injection attack [24] significantly reduces the randomness of
ring-oscillator-based TRNGs by applying electromagnetic
waves of a certain frequency to them.

On the contrary, pseudo-random number generators
(PRNGs) generate random numbers using a deterministic
algorithm. Compared to TRNGsS, they are relatively easy
to implement, convenient, and environment-independent. It
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(b) Refreshing process by random bits (ry, r3, r3) such that ry +r, +7r3 =0
Fig.4: Share maps {¥/q, ¥p, e}

generates arbitrary-length bit strings from fixed-length ini-
tial inputs called seed values so that the generated outputs
could generate unique random numbers. In addition, the
same seed value will produce the same random number, so
it is necessary to use a new seed value each time. In this
paper, we employ Keccak [25] as PRNG.

(1) Keccak

Keccak is one of the cryptographic hash functions selected by
NIST as the SHA-3 standard in 2012 [25]. Keccak can out-
put random numbers of arbitrary length for variable-length
input based on a sponge structure [26]. The Sponge struc-
ture can be divided into two main categories: absorbing and
squeezing. In absorbing, the input is absorbed into the in-
ternal state and then replaced. In contrast, in squeezing, the
value is squeezed out and then replaced. The substitution
process converts 5 X 5 X w bits of state to another state for
a word length w (w = 2!) and uses a round function con-
sisting of five steps: 6, p, m, x, and ¢. Due to the sponge
structure, Keccak outputs the hash value after repeating all
of these steps 12 + 2/ times. However, for efficiency, we use
output values from applying the round function to states as
new random numbers.
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25 TVLA

The test vector leakage assessment (TVLA) [19], a method
for assessing physical vulnerabilities in cryptographic hard-
ware, uses Welch’s t-test. The Welch’s t-test is a statistical
method to test the hypothesis that two populations have equal
means. The purpose of TVLA is not to obtain confidential
information, such as secret keys from side-channel infor-
mation, but to investigate the dependencies between mea-
sured power consumption and internal data, assuming that
the plaintext and secret key are known. Therefore, TVLA
can efficiently evaluate security because it does not depend
on specific architectures, intermediate values, power models,
etc., inside cryptographic modules.

In this paper, we perform the first- and second-order t-
test on fixed-vs-random plaintexts using the following input
datasets, where n is the number of encryptions.

- Fixed and random plaintext key
K = 0x0123456789abcdef123456789abcdef0

- Fixed plaintext input data
I = 0xda39a3ee5e6b4b0d3255bfef95601890

- Random plaintext input data
Ip = 0x00000000000000000000000000000000
Ij+1 ZAES(K,IJ) for 0 < j<n

The sample mean and sample variance are obtained as ex-
plained in [19,27]. The waveform data collected before
the t-test must be preprocessed, and the squared data for
each waveform is used in the second-order evaluation. Let
us first denote the dth-order (d > 1) central moment by
CMy = %Z;’:’Ol (1[i] = My)?, with n the number of wave-
forms, [[i] the i-th waveform data and M; the mean of wave-
forms. Equation (7) shows how to obtain the sample mean
w1 and the sample variance v used in the first-order t-test.

1T
n <

1
2,10 @)

=
1]

=
I}

V= CMz.

In addition, the method for obtaining the sample mean u
and the sample variance v used in the second-order t-test is
expressed in Eq. (8).

u=CM,

v=CM,; - (CM,)>. ©

Equation (9) shows how to calculate the t-value, with uy (u2)
the mean, v (v7) the variance, and n| (1) the cardinality of
each data set.

t = M’ )
vy )
T

where the subscript indicates each dataset (a set of fixed

plaintexts or a set of random plaintexts).

In the t-test, 41 = wy is set as the null hypothesis to be
rejected. If the absolute value of the derived t-value exceeds
the threshold of 4.5, we reject the null hypothesis at the
99.999 % confidence level. That is, there is a clear difference
between the power waveforms for the fixed plaintext and the
ones for the random plaintexts, which indicates that sensitive
information may leak depending on the plaintexts. However,
it is worth mentioning that this is just a necessary condition
for a successful attack, not a sufficient condition in terms of
the SCA countermeasure. It is also worth noting that the
absolute value of the derived t-value below 4.5 only means
the null hypothesis is not rejected at the 99.999 % confidence
level, but not that there is no leakage.

3. A case study of M&M AES with second-order SCA
security

This section deals with M&M AES as a case study of cryp-
tographic hardware protected by TI technology. We briefly
give an overview of M&M and describe a compact S-box
protected by second-order TI with 3 input shares.

3.1 M&M (Masks and Macs)

M&M was proposed by De Meyer et al. at CHES 2019 [14].
It is a promising countermeasure that combines a masking
scheme against SCAs and infective countermeasures against
DFA. De Meyer et al. adopted TI [9] with Consolidated
Masking Scheme (CMS) [13] as masking [14]. The infec-
tive countermeasure against DFA is based on redundancy in
computation, i.e., two circuits are used: one for the plaintext
and the other for the information-theoretic MAC tag for the
plaintext. The output ciphertexts are then verified with the
MAC tag. If a failure occurs, the error caused by the fault
is diffused using random numbers. This makes it difficult
for the DFA attackers to obtain the secret key even if they
obtain the faulty ciphertext. In [14], they also designed a
second-order masked AES on an FPGA to evaluate SCAs
in M&M implementations and assessed information leak-
age using TVLA [19], and revealed that there is no leakage
identified by the first- and second-order t-test.

3.2 Compact S-box protected by second-order TI with 3
shares

M&M is protected by second-order TI with 3 shares pro-
posed by De Cnudde et al. [13]. This masked implementa-
tion is based on Canright’s compact S-box [21] of tower field
decomposition. The S-box has a pipeline structure consist-
ing of six stages, each of which is separated by registers that
are introduced to suppress the glitch propagation.

a) First Stage: The first operation is to convert the ba-
sis from 8-bit input to 8-bit output through a linear
map for each share, as shown in Fig. 5. Circled Ro-
man numbers in the figure are registers between stages.
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Registers between stages 1 and 2 (Register ®) are nec-
essary for security. Lack of these registers leads to non-
completeness violations in the operation of the second
stage. There is no need to re-mask at this stage because
the operation in stage 1 is a linear operation only.

b) Second Stage: In the second stage, as shown in Fig. 6,
we perform multiplication (Multi.), which is a nonlinear
operation, and square scaling (Sq. Sc.) over in parallel.
These outputs are then combined and re-masked with
a total of 36 fresh random bits before being clocked in
the register.

c) Third Stage: From Fig. 7, the process at stage3 is

similar to that at stage2. Before the operation, the
4-bit input value is divided into 2-bit values. Fresh

4bit </

IEICE TRANS. FUNDAMENTALS, VOL.Exx-??, NO.xx XXXX 200x

O® @

by

® @ 4bit @

Fig. 8: Stage 4 process

\%A : LV

Multl GF(2 Multl

\\\\*

W ®

=

Multl ) Multi.

Concate- .
nation 4 4bit

uﬁl

Concatenatlon
R,
<

@ 8bit

Fig.9: Stage 5 process

@
ugw ]

[ Inv. Llnear Map }

ai___l__if Sbit

Ya Yb Ye
Fig. 10: Stage 6 process

randomness of 18 bits is needed because the nine 2-bit
output values must be re-masked.

d) Fourth Stage: The fourth stage, as shown in Fig. 8,

consists of inversion and multiplication. The inverse
operation in GF(2?) is realized by swapping the sig-
nal using wires. Finally, the results of multiplication
are concatenated and re-masked with 32 bits of fresh
randomness.

e) Fifth Stage: From Fig. 9, the process at stage 5 is the

same as that at stage 4. The difference from the fourth
stage is the bit width of the value and the calculation
of the inverse. After concatenating the results of the
multiplication, we re-mask them with 72 bits of fresh
randomness.
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Table 1: Total number of random numbers used in each stage of

the S-box

S-box (Bit width) X (# units) [bits]
Stage 1 0

Stage 2 4x9

Stage 3 2x9

Stage 4 4x9

Stage 5 8%9

Stage 6 0

Total 162

f) Sixth Stage: The sixth stage is depicted in Fig. 10.
The last operation of the S-box is an inverse linear map.
As in the first stage, this stage does not require fresh
randomness.

3.3 Refreshing

The existence of uniformity is essential to guarantee security
by non-completeness. In the compact S-box calculation fea-
turing tower field decomposition described in Section 3.2,
the output share of each stage is used as the input share of
the subsequent stage. For example, consider the case where
the output of a function f is the input to the next nonlinear
function g and f is not uniform. For the purpose of satis-
fying uniformity in the subsequent stage, fresh random bits
also need to be added to the output share of f.

From Figs. 6, 7, 8, and 9, the refreshing with a ring
structure using fresh randomness is performed before the
result of multiplication, which is a nonlinear operation, is
stored in registers. Let {¢1,12,...,%9} be the share after the
nonlinear operation, {uj,us,...,uq} be the value clocked
to the register, and (71,72, ..., r9) be the random bits. The
details of the ring-refreshing are shown in Eq. (10).

uy=t1+ry+ry,
Up =1r+ry+rs,
us =13+r3+ry4,
Uy =14 +T4+T5,
Us =ts+rs5+reg, (10)
U =tg+reg+ry,
uy=t7+ry+rs,
ug =1g+rg+ro,
Ug =t9g+rg9+ri.

The value XORed with all the elements of share
{uy,us, ...,ug} is equal to the value XORed with all the el-
ements of share {¢1,,,...,t9} (satisfying the correctness),
with the random number (7,73, ..., ry) disappearing. One
advantage of ring-refreshing is that the total of the random
numbers does not need to be stored in a new register. The
total number of fresh random bits used in each stage is shown
in Table 1.

Table 2: Devices used in experiment setup

Product name and model number
SAKURA-G

Xilinx SPARTAN-6 XC6SLX9
Xilinx SPARTAN-6 XC6SLX75

Equipment

Target Device
Control FPGA
Cryptographic FPGA

Waveform generator Keysight 33622A

DC power supply KEITHLEY 2260B-30-36
Oscilloscope Tektronix MSO64
Amplification ZFL-1000LN+

Implementation tools
Programming language

Xilinx ISE Design Suite 14.7
MATLAB R2020b

4. Experimental Preparation
4.1 Platform

In the security evaluation for the usage of PRNGs, we use
SAKURA-G [28] board for the evaluation of SCAs. This
evaluation board features two Spartan-6 FPGAs: a control
FPGA to handle sending and receiving plaintexts and keys
from the PC and a cryptographic FPGA to execute AES. The
separation of these two FPGAs allows power consumption
to be measured only during the encryption process, reducing
the effect of noise on waveform acquisition.

4.2 Experimental setup

Table 2 shows the details of the equipment used in the ex-
periments. Figures 11a and 11b show an overview of the
block diagram of the experimental setup and photographs of
the experimental environment. We implement second-order
masked M&M AES and Keccak in the cryptographic FPGA
of SAKURA-G. We select the KEEP HIERARCHY option
to prevent optimization and preserve architectural hierarchy
at the synthesis. In the encryption run, the MATLAB code
is first executed on a PC, and then the plaintext, secret key,
the seed value for PRNG, etc., are sent to the control FPGA.
The control FPGA then divides the received value into shares
and sends them to the cryptographic FPGA for the encryption
process. The waveform generator supplies a clock signal to
the control FPGA and outputs two clock signals using a PLL
(Phase-Lock Loop). We measure the voltage drop across a
1 Q shunt resistor placed on the VDD path of the FPGA.
We use an oscilloscope with a 12-bit analog-to-digital con-
verter and a sampling rate of 1.25 GS/s to obtain the power
consumption waveforms for the first round. We evaluate the
information leakage from the acquired waveforms.

5. Leakage assessment

This section quantitatively investigates the impact of ran-
domness used in second-order TI-AES, especially focusing
on the SCAs resistance using TVLA. We assume two spe-
cific patterns of randomness in TI-AES: randomness used
for sharing and randomness used for refreshing.
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Fig. 11: Experiment setup and Environment of experiments

5.1 Randomness for sharing

Share {x,, xp,xc} such that x = x, + x; + x. for sensitive
data x is obtained from Eq. (11) using (r,, rp) as a random
number.

Xqg =X+7rg,
Xp =TFgq+7p, (11
Xe =Tp.

The generation of the share is performed on the control FPGA
side, which uses as random numbers the AES ciphertext
executed with the seed value given by the PC. If the seed
value is a fixed value, output random numbers are also fixed.

Here, we compare the information leakage evaluation
between the case with fixed random numbers and the case
with normal random numbers. Figures 12 to 17 show the
results of the t-test for the fixed-vs-random plaintexts. All
figures (a) show the sample traces, (b) and (c) the results of
the first- and second-order t-test, and (d) the maximum value
(absolute value) of the t-statistic with the number of traces.
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Table 3: Correspondence between experimental conditions and re-
sults in randomness for refreshing

Frequency of random number updates
Noupdate  Once perround  Every clock cycle
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Figure 18 plots each condition’s maximum absolute number
of t-statistics using 200 K, 300 K, 862 K, and 1 M traces,
i.e., the t-statistic on the corresponding point in Fig. (d).
Regarding the randomness used to divide the confidential
value into shares, Fig. 12 shows the result with fixed random
numbers, and Fig. 17 shows the result with normal random
numbers. Note that refreshing processes appropriately both
in Figs. 12 and 17. It is obvious from Fig. 12, where the
t-statistic is much higher than the threshold 4.5 in absolute
value. We observe side-channel leakage when the random
number used to divide the secret data into shares is fixed,
and no leakage when the random number used to divide the
shares is random. This indicates that it is essential to create
shares using different random numbers for each encryption
process in order for the cryptographic hardware to have SCA
resistance.

5.2 Randomness for refreshing

We use the output of the Keccak PRNG function, imple-
mented on a cryptographic FPGA, as the random number
for refreshing. The PRNG function takes the seed value,
different from the seed value for resharing, from the control
FPGA and outputs new random numbers every clock cycle.
Accordingly, we focus on the seed value and the frequency
of random number updates, i.e., freshness, as parameters of
randomness for refreshing. Table 3 shows the corresponding
experiments and results for different conditions of seed value
and random number update frequency. Note that in Sec-
tion 5.2, we use the appropriate random numbers for sharing
in order to investigate only randomness for refreshing.

(1) Seed value for each encryption

We investigate the security impact of inputting fixed or ran-
dom seed values into PRNG for each encryption process.
The random number output from the PRNG is determined
by the input or seed value. Therefore, if fixed seed values
are input for each encryption, the same sequence of random
numbers is output repeatedly.

First, from Figs. 13 and 14, when the same seed value is
given for each encryption process, both t-test results exceed
the threshold 4.5 in absolute value, regardless of the fre-
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quency of random number updates. In addition, comparing
Figs. 14 and 17, neither the first- nor second-order t-statistics
surpass the threshold 4.5 with up to 1 million power traces
when different seed values are given for each encryption. In
other words, this experiment confirms that using the same
random number sequence for each encryption compromises
TI security.

(2) Frequency of random number updates

The implemented PRNG outputs every clock cycle, and
hence the fresh random number is available for refreshing
TI circuits. However, we do not yet understand the effect
on SCA leakage when the frequency of random number up-
dates is reduced. Here, we evaluate the information leakage,
especially focusing on the three prominent cases: the case
when the random number update is stopped in Fig. 15, the
case when the random number is updated once per round,
i.e., once every 22 clock cycles in Fig. 16, and the case
when the random number is updated every clock cycle as
usual in Fig. 17. Figs. 15 and 16 show that even if a dif-
ferent seed value is provided for each encryption, we see
first- and second-order leakage as the frequency of random
number updates decrease. On the other hand, in Fig. 17,
the t-statistic does not increase with the number of traces.
This leads to the use of non-fresh randomness in the S-box
calculation, which threatens the robustness of the TI, even if
different seed values are input.

5.3 Overall comparison

The t-test result provides not only information on whether
side-channel information leakage exists but also on the
strength of leakage. Then we compare the t-test result of
each condition in Figs. 12 to 17 and evaluate the quanti-
tative security impact of randomness for share sharing and
refreshing. First, the tendency of t-statistics as the number of
traces increases shown in Figs. 12(d) to 17(d) is compared.
T-statistics increased proportionally to the number of traces
in Figs. 12(d) to 16(d), whereas in Fig. 17(d) the t-statistic
oscillates independently of the number of traces. Note that
the t-statistic momentarily exceeds the threshold because the
test in a small number of traces is statistically unstable, and
the reliability of the test increases as the number of traces in-
creases. Next, the maximum absolute value of the t-statistics
is compared with a certain number of traces. T-statistics is
an indicator of the strength of leakage because a t-statistic is
a statistic that expresses the confidence level of a hypothesis
test and the higher the t-statistics, the higher the confidence
level a hypothesis is rejected with. The t-statistics com-
parison in 200 K, 300 K, 862 K, and 1M traces between
different conditions in Figs. 12 to 17 is shown in Fig. 18.
The intensity of leakage in descending order is condition of
Figs. 12, 13, 16, 14 and 15. These results show that first-
and second-order leaks are detected in at least 1 M traces in
the case where we use well-worn random numbers in the TL.
This is synonymous with the need to generate fresh random
numbers each time the use of random numbers is requested.

6. Discussion

In this section, we discuss the causes of the results of the
leakage assessment in Section 5 for both randomness for
sharing and randomness for refreshing and discuss practical
randomness.

6.1 Randomness for sharing

We discuss the reason why information leakage happens
when the random number for sharing is fixed. We focus
on the registers between each stage of the S-box. Consid-
ering that power consumption is proportional to the number
of transition bits in the registers, it depends on Hamming
distance between adjacent bytes, i.e., the n-th and (n + 1)-th
bytes (1 < n < 16), due to the fact that the S-box calcu-
lation is a pipeline process. Furthermore, the generation of
the share is based on Eq. (11), where x; and x. are also
fixed if the random numbers (r,, rp) are fixed. Therefore,
Hamming distance of x;, and Hamming distance of x, for the
register after the first stage processing is zero, and Hamming
distance of x,, depends on the secret data before being split
into shares. This means that we observe information leakage
because the power consumption depends on the plaintext.
From Fig. 12, we consider that the reason why the t-statistic
becomes smaller after 9000 sample points, i.e., the second
round, is due to the addition of random numbers to the in-
termediate values by refreshing. It is essential to divide the
confidential value into shares using different random num-
bers when performing the encryption process to ensure TI
security.

6.2 Randomness for refreshing

(1) Seed value for each encryption

It is necessary to send a different seed value to PRNG for
each encryption to escape the side-channel leakage. We fo-
cus on the register after the refreshing process in stages 2 to
5 of the S-box. Because the same seed value is used, if we
look at a certain clock cycle in each encryption execution,
shares {uy,us,...,uq} stored in the registers, described in
Eq. (10), use the same random number. In other words, it is
equivalent to adding a constant value rather than a random
number after nonlinear operations. Because of the variation
in the probability of occurrence for each share, Hamming
distance between non-uniform shares in the fixed plaintexts
has a skewed distribution that does not follow a normal distri-
bution. Thus, we consider that the t-test shows a significant
difference between the fixed and random plaintexts.

(2) Frequency of random number updates

From the experiments, it is clear that fresh random numbers
should be updated every clock cycle to prevent information
leakage. As in (1), we focus on shares {uj,us,...,ug}
clocked to the registers after the refreshing process in stages 2
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to 5. As long as the random number is not updated, the same
random number is added to each successive byte share. That
is, the difference between shares {u;, us, . . ., ug} of adjacent
bytes depends on shares {t1,1,...,%9} after the nonlinear
operation, independent of the value of the random number.
Because shares {1, 1, ..., 9} do not satisfy uniformity and
the probability of occurrence of each share is inconsistent,
Hamming distance between shares {uy,us,...,uq} in the
fixed plaintexts has skewed distribution that does not follow
a normal distribution. Therefore, we consider that there is
a significant difference between fixed and random plaintexts
because a biased set of Hamming distances appears in the
average of the power consumption traces.

7. Conclusions

To the best of our knowledge, there are no previous studies
that discuss and evaluate the randomness of RNGs used in
masking countermeasures. In this paper, for the first time,
we quantitatively investigated the effect of randomness on
physical security in second-order masked AES. Our study
assessed information leakage by TVLA using a Xilinx FPGA
implementing M&M AES as a case study of cryptographic
hardware protected by TI technology. Three contributions
were reported in this paper. First, we identified that the
randomness used to divide sensitive data into shares is di-
rectly related to side-channel leakage. Based on the results
of fixed-vs-random plaintext t-tests, we observed leakage
when the random number for sharing was fixed. Second, we
confirmed that insufficient randomness for refreshing leads
to information leakage, regardless of whether the random-
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ness for sharing is satisfactory or not. Specifically, the first-
and second-order t-statistics surpassed the threshold of +4.5
when the same seed value was input to the PRNG for each
encryption or when random numbers were not updated, in-
dicating the existence of leakage that could be exploited.
Finally, we proposed a practical randomness suitable for TI-
based hardware countermeasures. Experimental results have
shown that either randomness for sharing or randomness
for refreshing, whichever is compromised, has a negative
impact on physical security. For making the AES crypto-
graphic hardware resistant to SCAs, random numbers in TI
must be updated each time. Our study consistently used
the Keccak PRNG algorithm to investigate the effect of its
randomness on SCA resistance. Future work includes the
physical security evaluation when the PRNG algorithm is
replaced. Also, we continue the study about what security
requirements should be satisfied by PRNG and how they are
implemented in practice.
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