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Bisection Method Assisted A [neProjection Algorithm in

ADMM-LP Decoding of LDPC Codes

Rui CHENGT, Yun JIANG', Qinglin ZHANG', and Qiaoqiao XI1A®), Nonmembers

SUMMARY  Many researchers have proposed optimization methods to et al. designed the improved piecewise penalty functions for
reduce the computational complexity of the Euclidean projection onto check ADMM penalized decoder [6]. As the most complex and
polytope in the alternating direction method of multipliers (ADMM) decod- time-consuming operation in ADMM-LP. Euclidean projec—
ing for Low-Density Parity-Check (LDPC) codes. Existing the sparseane . . ' . .
projection algorithm (SAPA) projects the vector to be projected onto an tion _has been_ Stlj'd|ed by many scholars. To S|mpI|fy_ th_e
x-dimension a ne hull and the dimensiow is xed, resulting in dete- ~ Euclidean projection operation and reduce the complexity in
riorating decoding performance. In this letter, bisection method assisted ADMM decoding algorithm, Zhang et al. proposed a pro-
a ne projection algorithm is proposed to determine the correct projection jection algorithm based on cut search algorithm (CSA) [7]

dimension for each the vector to be projected with the bisection method . . .
iterative algorithm. Simulation results show that the proposed algorithm Wasson et al. proposed to combine CSA with simplex pro

can improve the accuracy of projection results by 68.2%. The FER perfor- JECtion algorithm and implement in hardware [8]. G. Zhang
mance of the proposed algorithm is almost the same as that of the exacet al. replaced the projection onto the check polytope with
projection algorithm, and compared with the sparse a ne projection algo- the projection onto the simplex [9]. Jiao et al. proposed
rithm (SAPA), it can improve the FER performance by 0.14dB as well as to simplify the projection operation by using simple table

save average number of iterations by 3.2%. . -
key words: Alternating direction method of multipliers (ADMM), low- lookup operations [10]. Subsequently, Jiao et al. reduced

density parity-check (LDPC) codes, check polytope projection, bisection storage resources and facilitate hardware imp|ementati0n by

method, sparse affine projection algorithm. applying a non-uniform quantization method of projection
vector [11]. Moreover, Wei et al. proposed an iterative

1. Introduction check polytope projection algorithm [12]. However, this

algorithm requires more iterations to achieve convergence.
The performance of Low-Density Parity-check (LDPC) Inspired by [12] Lin et al. proposed a fast iterative check
codes is close to Shannon capacity, have been widely usegbolytope projection algorithm by bisection method [13]. Xia
in the eld of channel coding and decoding research. Lin- et al. proposed the even-vertex projection algorithm (EVA)
ear programming (LP) decoding of low-density parity check [14], [15], projecting onto the closest even-vertex. Refer-
(LDPC) codes was rst proposed by Feldman in [1], hav- ence [16] proposed the line-segment algorithm which made
ing all-zeros assumption and the maximum likelihood (ML) a projection onto a line segment consisting of two closest
certi cate property. However, LP decoding was not well de- even-vertices. Asadzadeh et al. proposed the sparse a ne
veloped because of its high complexity. Recently, Barman projection algorithm (SAPA) [17], projecting onto the a ne
et al. applied the alternating direction multiplier method hull of a small number of vertices of the polytope. However,
(ADMM) [2] in the eld of decoding and proposed an LP  experiments show that the FER performance of these ap-
decoding algorithm model based on ADMM (ADMM-LP) proximation algorithms can be deteriorated in low iteration
[3]. The ADMM-LP decoding algorithm can reduce the regime.
complexity of LP decoding and eliminate the error oor In this letter, bisection method assisted a ne projection
phenomenon that occurs in the traditional belief propagationalgorithm is proposed in order to improve the FER perfor-
(BP) decoding algorithm. However, the ADMM-LP decod- mance in low-iteration regime. Di erent from the sparse
ing algorithm still had relatively high complexity, and its a ne projection algorithm (SAPA), the proposed algorithm
decoding performance at the low SNRs was inferior to that selects the di erent dimensiog of the a ne hull for dif-
of the BP decoding algorithm. In order to improve the decod- ferent vectors to be projected. Simulation results show that
ing performance, Liu et al. proposed the ADMM penalized the algorithm can maintain the FER performance and con-
decoding algorithm by adding penalty terms to make the vergence rate of the exact projection algorithm (CSA), the
decoding result closer to the integer codeword [4], thereby accuracy of projection results is as high as 99.6%. Com-
improving the decoding performance. Jiao et al. proposedpared with the sparse a ne projection algorithm (SAPA),
a method for irregular LDPC codes, using di erent penalty the proposed algorithm can improve the accuracy of pro-
parameters for variable nodes of di erent degrees [5]. Wang jection results by 68.2% and improve the FER performance

- : : by 0.14 dB as well as save average number of iterations by
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Hence, many scholars have conducted research on this issue,
2. Preliminaries proposing various exact projection algorithms and approxi-
mate projection algorithms and enhancing the decoding per-
Consider an LDPC cod€ de ned by anm x n parity formance of ADMM-LP. In this section, we will propose the
check matrixH. Leti € I = {1,2,3...,n} andj € J = bisection method assisted a ne projection algorithm (BM-
{1,2,3...,m} be the set for variable nodes and check nodes SAPA) inspired by SAPA and illustrate it in detail.
of C, respectively. Letl; (d;) denotes the degree of variable
nodev; (check node:;). The set of check nodes (variable 3.1 SAPA
nodes) adjacent to variable node(check node:;) is de-
noted byN,;y (Ne(jy)- Ane Projection Algorithm (APA) is to project ad;-
Suppose that a codewoxde C is transmitted over a  dimensional vector onto the a ne hull of thée; vertices
symmetric memoryless channel an the received vector.  instead of the check polytope projection, avoiding sorting
The LP decoding model with ADMM can be described as operations and complex comparison operations. However,

follows: simulation results show that APA reduces the decoding per-
n formance. On this basis, A. Asadzadeh et al. further pro-
minZ%xi posed the sparse a ne projection algorithm (SAPA), pro-
= (2) jecting onto the a ne hull of they even-vertices closest to

the vector to be projection and € {1,2,3,...,d,}. Based
on the value ofy, SAPA is denoted ag-SAPA. The speci ¢
Wherey is the vector of log-likelihood ratios (LLRs), steps ofy-SAPA are shown in Algorithm 3 of reference [17].

st.Pjx=2zj,z; € Pq;,Vj€J

and the-th entry ofy can be de ned ag; = mx% _ As shown in line 1-2 of Algorithm 3 in reference [17],
P; is thed; x n transfer matrix which selects thg compo- ~ SAPA only involves a partial sorting on the minimum

nents ofx involved in thej-th check nodez; is the auxiliary elements in the vector to be projected and calculates the sum

variable of the check node;. P, is the check polytope of those elements as the a ne shift. It is worthy of mention
J ! . . .
implying the convex hull of all permutations of a length- that y-SAPA does not need to perform projection operations

binary vector with even number of ones. on the unit cube because its projection region is the a ne
The augmented Lagrangian function corresponding to Null composed of even vertices. _
formulation (1) can be described as follows: Reference [17] shows that the outcome of 1-SAPA is

equal to that of EVA. The di erence between 2-SAPA and

m m LSA is that LSA projects on a line segment, while 2-SAPA
Lp(x,z/l)=7Tx+zﬁjT(PjX—z;)+%Z ||P,~x—sz§ projects on an entire straight line. In addition, the experi-
j=1 Jj=1 mental results in reference [17] show that 3-SAPA has the
2 best FER performance. Therefore, 3-SAPA is adopted for

) o experimental simulation in the following experiments.
Whered; € R4 represents the Lagrangian multiplier,

andyu > 0 is the penalty parameter. 3.2 BM-SAPA
The iterative update rules ®f z andA can be described
as follows: Although SAPA can achieve similar decoding performance
1 1 1 to CSA in the high-iteration regime, some projection results
x;Ft = n —( Z ((Zf)i - —(ﬁf)i) -=v) ) of SAPA may not be on the check polytope in low-iteration
[0,1] d; " . u u . L ) - .
JEN; regime, resulting in the deterioration of decoding perfor-
;M = HP (P 4+ 4% ) 4) mance. o
dj In order to make the projection more accurate for low-
;= K 4 (Pt - z’,f*l) (5) iteration regime, we try to propose the bisection method

_ o _ _ assisted a ne projection algorithm (BM-SAPA). Asadzadeh
wherek > 0 is the iteration number]|q 1) is the projec-  proves that there exists at least one value {1,2,3, ...,d, }
tion to the interval [0,1], and]p, is the check polytope  for which y-SAPA will reproduce the exact projected point.

projection operation. For dierent vectors to be projected, their correspond-
ing correct projection dimensions are di erent, so the di-

3. ADMM-LP Decoding Algorithm With Bisection mension y of the ane hull that can achieve accurate
Method Assisted A [CneProjection Algorithm projection is also dierent. In BM-SAPA, according to

the description of the bisection method iterative algorithm
Projection onto the parity polytope is considered to be (BMIA) in reference[13], we can reduce the value range
the most complicated and time-consuming operation in the [ 8,4, B.p] Of coOe cients n in the exact projection calcu-
ADMM-LP decoding algorithm, as it requires sorting a vec- lation z = [[;o1; (v —6y) by the bisection method. The
tor of sized; and nding the proper shift to yield a con- BM-SAPA aims to select the correct projection dimension
vex combination of the closest even-weight vertice® gf. for di erent vectors to be projected.
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3
The speci c process of BM-SAPA is shown in Algo- o
rithm 1.
10ty
Algorithm 1 The Bisection Method Assisted A ne Projec- &
tion Algorithm (BM-SAPA) gmf
Input: Vectorv € R, indicator vectoBy,Iax g N
Output: Projectionz o3k 3
g —©—BM-SAPA-Imax=1 o
1 I min v; - max o], oy =1} —1 & —&—BM-SAPA-Imax=2
Bmax < 3 Oy.i=1 Ui HVJ‘=71UJ p < |{l| Vi }l 107 k| —+—BM-SAPA-Tmax=3 \]
2: Initialize S1ow 0, Bup — Bmax. iter — O A SAbA =
3: foriter = 110 I,,4x do 107 T i ‘ , ,
4 B 1 (Bup +Biow) 2 25 3 3.5 4 45 5
5z« H[o i (v - BOv) SNR(dB)
6: iter «iter+1 Fig.1 The FER performance &3 for di erent Imaxin BM-SAPA.
7. if@lz < p then
8: Bup < B
9 else Tablel The average error of; between BMIA, SAPA, BM-SAPA and
10: dﬁl%)w —pB CSA forCy, C> andC3
11:  endi
12: end for Code | SNR(dB) | BMIA[13] SAPA[17] ?P’\:'(;i‘éfe’z)
13: x = |{il0 < vi = Browbv.i < 1}] 2.0 654x 107 | 1.33x102 | 2.02x 10°°
14:z = y - SAPA(v) 22 655x 107 | 1.44x 102 | 2.86x 107
15: return z o 2.4 6.60x 10% | 1.53x 102 | 3.36x 1077
2.6 6.50x 10% | 1.65x 102 | 407x 107
2.8 6.65x 10° | 1.786x102 | 433x 107
. . . . . Lo 15 3.61x10% | 1.30x102 | 2.07x 10
The bisection method iteration can be described in lines 2.0 367107 | 1.52x102 | 2.37x10°
1-11 of Algorithm 1, the number of iterations Igax. The Cs 25 3.66x 10" | 1.84x 107 | 239x 10
values 0fB,,,, andg,,,, are very close throughnaxiteration 30 [ 373x1077 [ 227107 | 273107
g low up y ax o 35 386x10° | 2.74x 102 | 2.89x 10°°
Biow is selected to judgment the number of elements in the 25 6.09x10% | 1.11x102 | 3.26x 105
interval [0,1] inv — Bj,w® and the number is taken as the 3.0 724x 107" | L10x 107~ | 357x 16
: : c 55 759x 107 | 1.07x 102 | 401x 107
dimension of the a ne huII.. ) L ° 4.0 780x10% | 1.02x102 | 471x10°
[T{0,11 (vi = Browbv.i) is the estimate of the projection 45 | 789x107 | 1.02x107 | 539x10°

result. Step 12 indicates that there grelement in [0,1],
and the remaining/; — y-element is outside [0,1]. The
value of y has no e ect on the projection results outside Table2 The accuracy of; for SAPA, BM-SAPA forCy, Cz andCs

the_intgrval [0,1.], sowe choos@a_\s the dime_nsion ofa ne Code | SNR(B) | SAPA17] (Bp'\:léﬁc/?;%)
projection. Inaxis the pre-determined value in the algorithm. 55 AT BT
Simulation experiments are used to illustrate kg in the 22 24.6% 7%
: 24 26.1% 97.5%
next section. C1 o 27.012 97.6,2
28 28.7% 97.9%
i i 15 30.1% 99.6%
4. Simulation Results o s S
C 2.5 33.5% 99.7%0
In the simulations, the additive white Gaussian noise gg gg-g/o gg-g/o
(AWGN) channel with binary phase shift keying (BPSK) 5% Al
modulation is assumed. Moreover, we consider three LDPC 3.0 34.8% 88.%%
codes yvith di erent rates: the regular (2640, 1320) rate-1/2 Cs f{:g 33;3;;;; gg:gﬁ;
Margulis codeCs, the regular (1920, 640) rate-1/3 Gallager 45 27.7% 90.7%

codeCy, theirregular (576, 432) rate-3/4 codefrom IEEE

802.16e standard [18]. The check node degre&s;pf’;

andCs are 6, 4 and 14,15, respectively. Figure 1 shows the FER performance of di erdpt.x
The ADMM-LP decoding algorithm with L2 penalty for C3 in BM-SAPA. Whenlnax = 1, BM-SAPA has the

combined with over-relaxation technique is adopted in the worst FER performance, whelyax > 3, the FER perfor-

simulations, and the relaxation coe cient is 1.9. Penalty mance is no longer improved with the increaselgfx.

coe cient u are set to 4.0, 5.5 and 5.5 féh, C, andCs, Therefore, in our simulationggax in bisection method iter-
respectively. Parameterare setto 0.9, 0.8 and 1.9 f6¥, ative is set to 3.
C, andCs, respectively. The maximum number of iterations Table 1 describes the average errorpfoetween ap-

for ADMM-LP decoder is set to 20. The points plotted in proximate projection algorithm (BMIA, SAPA and BM-
all FER curves are obtained by generating at least 100 errorSAPA) and exact projection algorithm (CSA) fah, C»
frames. andCs. The speci c de nition of average error : average er-
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e Error Rate(FER)

‘rame Error Rate(FER)

10+

—&—BMIA[13] [ —&—BMIA[13] = —E-BMIA[13]

Fram

—6—CSA[7] osh|me-csan —6—CSA[7]
—6—SAPA[17] " F|—0—SAPA[17] —0—SAPA[17]
—%—BM-SAPA (Proposed) —%—BM-SAPA (Proposed) —%—BM-SAPA (Proposed)
. 6
10 10
14 16 18 2 22 24 26 28 107 15 25 3 3 4 2 25 3 35 4 4.5 5 5.5 6
SNR(dB) SNR(dB) SNR(dB)
(@ C1 (b) C2 () C3

Fig.2 The FER performance for BMIA, CSA, SAPA and BM-SAPA 161, C; andCs.

Average Number of ierations

25 3 35 4 45 5 55 6
SNR(dB)

(c) Cs

1.4 1.6 1.8 2 22
SNR(dB)

(@) C1

Fig.3 The average number of iterations for BMIA, SAPA, BM-SAPA and CSAdgr C, andCs.

ror = (X |l Zjace = Zjapprox II)/N, wherez ;4. represents  dB.
the projection result of the exact projection (CSA).p prox Figure 3 plots the average number of iterations for
represents the projection result of approximate projection BMIA, SAPA, BM-SAPA and CSA forCy, C» and C3 for
(BMIA, SAPA and BM-SAPA), N is the total number of  low-iteration regime. In the simulations, we adopt the early-
projections. termination technology based 8H x = 0, the actual number

In the experiment, at least 1000000 projections, the dis- of iterations during decoding may be less than the maximum
tances between the di erent approximate projection and the number of iterations set. Therefore, fewer actual iterations
exact projection are recorded in each projection operation,mean faster convergence. It can be seen from the gure, the
and calculate the average error, respectively. The smaller theaverage number of iterations of the decoder with the pro-
value of error, the closer the result of approximate projection posed BM-SAPA is almost the same as that of the decoder
is to the exact projection. As can be seen from the table, thewith CSA and less than that of the decoder with SAPA, which
average error of; between BM-SAPA and CSA is much means that the proposed algorithm converges quickly. For
smaller than that between SAPA and CSA. For example, theinstance, foiC1, when SNR: 2.2dB, the average number of
average error of; between BM-SAPA and CSA is only iterations of the proposed BM-SAPA is reduced by 3.2%.
2.37x107°for C; at 2.0 dB, and it is about 1 of SAPA.

Table 2 shows the accuracy gffor SAPA, BM-SAPA 5. Conclusion
for C1, C2 and Cs, that is , the proportion of; obtained
by approximate projection that is equal 4p obtained by
CSA. BMIA approaches the exact value of the approximate To summarize, we propose a bisection method assisted a ne
projection result in an iterative manner, therefore, BMIA projection algorithm (BM-SAPA), by replacing check poly-
was not included in the comparison in this experiment. The tope projection with projection onto the a ne hull of the
accuracy ofz; for BM-SAPA is much higher than that of x even-vertices closest to the vector to be projected. For
SAPA. For example, fo€,, when SNR: 2dB, the accuracy  di erent vectors to be projected, we select di erent correct
of z; for BM-SAPA is 99.7%, which is 68.2% more than that projection dimensiong through bisection method iteration.
of SAPA. Many existing approximate projection algorithms sacri ce

Figure 2 shows the FER performance for di erent pro- certain decoding performance at low iterations in order to
jection algorithms foC1, C, andCs for low-iteration regime ~ reduce the complexity of decoding and save time. The FER
(maximum set to 20). It is suggested that the FER perfor- performance and convergence rate of BM-SAPA are almost
mance of BM-SAPA is almost the same as that of the exactthe same as that of the exact projection algorithm for low iter-
projection algorithm CSA and outperforms that of SAPA. ation. Compared with the sparse a ne projection algorithm
Speci cally, for Co, when FER: 2 x 1074, the FER perfor-  (SAPA), the proposed algorithm can improve the accuracy

mance of SAPA is worse than that of BM-SAPA about 0.14 of projection results by 68.2%, the FER performance by 0.14
dB as well as save average number of iterations by 3.2%.
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