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PAPER

Design of Delta-Sigma modulators for closed loop systems

with quantization and saturation∗

Shuichi OHNO†a), Member, Shenjian WANG†, and Kiyotsugu TAKABA††, Nonmembers

SUMMARY This paper studies ∆Σ modulators for discrete-
time closed loop systems. ∆Σ modulators have been originally
developed as efficient analog-to-digital converters (ADCs). Re-
cently, ∆Σ modulators are designed based on the characteristics
of the system that uses the ∆Σ modulator. For example in a con-
trol system, quantization may degrade control performance due
to quantization errors, while the input to any practical system
is limited to a range. Then, the saturation of the control input
may cause windup phenomena such as overshoots of the system
outputs and instability of the control system. In this paper, we
propose a design of ∆Σ modulators to mitigate the effects of
quantization and saturation in a discrete-time closed loop sys-
tem. We design the ∆Σ modulator to minimize the norm of the
quantization error at the system output to reduce the effects of
the quantization error under a stability condition to avoid the
saturation of the input on the closed-loop system. Numerical
examples are provided to see the effectiveness of our proposed
design.
key words: ∆Σ modulator, quantization, input saturation

1. Introduction

A ∆Σ modulator consists of a conventional (usually
uniform) static quantizer and a filter that feeds back
the quantization error of the conventional quantizer to
the input to the conventional quantizer. Thanks to
this simple structure, ∆Σ modulators have been of-
ten utilized as analog-to-digital converters (ADCs) and
digital-to-analog converters (DACs). (See, e.g., [1] and
references therein).

Recently, the feedback filter has been designed to
mitigate the impact of quantization by leveraging the
system’s inherent characteristics [2], [3]. In this study,
we focus on designing a ∆Σ modulator tailored for a
discrete-time closed-loop system incorporating quanti-
zation and saturation.

To reduce the effect of quantization errors on
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the system output, dynamic quantizers have been em-
ployed, where the quantizer parameters are designed
using linear programming (LP) [4] or convex optimiza-
tion [5]. However, most of these methods do not con-
sider stability in the presence of input saturation.

In a control system, with access to ideal actuators
capable of achieving any desired controller outputs, de-
signing various types of controllers is feasible. However,
practical scenarios entail limitations on actuator out-
puts, constraining the acceptable input range. When
the control input surpasses this range, input satura-
tion occurs, necessitating meticulous input design for
systems with such limitations. Overlooking input sat-
uration during controller design can result in signifi-
cant degradation of control performance, manifesting
as output overshoots or instability in closed-loop sys-
tems, commonly referred to as windup phenomena.

Input saturation can be effectively represented as
a saturator. In many anti-windup controller designs,
the input and output of the saturator are looped back
to the controller to counteract windup phenomena (for
instance, see [6] and related literature). Linear condi-
tions are employed for anti-windup controller design in
[7]. For continuous-time systems, static gains are de-
vised for feedback in [8], while the stability region for
continuous-time systems is analyzed in [9], with [10]
focusing on discrete-time systems. Additionally, [11]
diminishes the deviation norm of system response from
its ideal counterpart without saturation for continuous-
time systems, employing filters for the feedback signal
from the saturator, with similar findings extended to
discrete-time systems in [12]. In [13], an anti-windup
controller has been designed for a discrete-valued input
control system with a dynamic quantizer.

In this paper, we reveal that ∆Σ modulators en-
compass the functionalities of most anti-windup con-
trollers, thus serving not only as quantizers but also
as anti-windup controllers. Subsequently, we introduce
a methodology for designing the ∆Σ modulator aimed
at minimizing the norm of the quantization error at
the system output, subject to a stability criterion gov-
erning the closed-loop system. The norm is assessed
through the transfer function from the quantization er-
ror to the system output, while the stability criterion
is delineated by the circle criterion as derived in [14].
Both conditions are formulated as bilinear matrix in-
equalities (BMI) involving the multiplication of design
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Fig. 1: A feedback control system with a constraint on
the range of the input to the plant P [z].

variables. By permitting the sharing of a common Lya-
punov matrix, our design objective is transformed into
a convex optimization problem, amenable to numerical
solution. The efficacy of the proposed methodology is
validated through numerical experiments.

2. Closed-loop systems with input quantiza-
tion and saturation

For a typical application of our quantization, we con-
sider a discretized feedback control system depicted in
Fig. 1, where following conventions in control, P [z] and
C[z] are respectively transfer functions of the plant and
the controller. For simplicity, we assume both the plant
and the controller are single-input and single-output
linear time-invariant systems. The orders of P [z] and
C[z] are np and nc, respectively. We denote the z-
transform of a causal discrete-time signal with a lower-
case letter represented by its corresponding uppercase
letter.

In Fig. 1, ur(k) ∈ R stands for the reference signal
at time k, e(k) ∈ R represents the control deviation,
yc(k) ∈ R signifies the output of the controller, u(k) ∈
R denotes the input of the plant, and y(k) ∈ R is the
control output.

Let us express the state space representations of
the plant and the controller as

xp(k + 1) = Apxp(k) +Bpu(k) (1)

y(k) = Cpxp(k) (2)

and

xc(k + 1) = Acxc(k) +Bce(k) (3)

yc(k) = Ccxc(k) (4)

with Ap ∈ Rnp×np , Bp ∈ Rnp×1, Cp ∈ R1×np , Ac ∈
Rnc×nc , Bc ∈ Rnc×1, and Cc ∈ R1×nc , where xp(k) ∈
Rnp and xc(k) ∈ Rnc are state vectors of the plant and
the controller.

We assume that for a real number L > 0, the in-
put range of the plant is confined within [−L,L]. For
the sake of simplicity in presentation, this range is sym-
metrically centered around 0. Whenever the output of
the controller surpasses this input range, denoted as
|yc(k)| > L, the input u(k) to the plant becomes sat-
urated. This saturation behavior is modeled using the
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Fig. 2: An anti-windup controller.
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Fig. 3: A feedback control system with a quantizer.

saturation element Φ(·) in Fig. 1, defined as

Φ(yc(k)) =

{
Lsgn(yc(k)), |yc(k)| > L

yc(k), |yc(k)| ≤ L
(5)

where sgn(·) denotes the sign function.
The disparity between the output of the controller

and the input to the plant is denoted as

ws(k) := u(k)− yc(k). (6)

The value of ws(k) is non-zero when |yc(k)| > L. If
ws(k) persists at a considerable magnitude for an ex-
tended duration, the control deviation amplifies due
to inadequate feedback caused by saturation. Conse-
quently, signals within the controller containing inte-
grators escalate, resulting in phenomena like control
output overshoot and system instability.

To mitigate the windup phenomena, anti-windup
controllers have been developed. Most of linear time-
invariant (LTI) anti-windup controllers can be repre-
sented as shown in Fig. 2, where Λ1[z] and Λ2[z] are
LTI systems to be synthesized. When the saturation
occurs, the difference d(k) between the output of the
controller and the input to the plant is fed back through
Λ1[z] and Λ2[z] to reduce the magnitude of the output
of the controller. It is important for Λ2[z] to be strictly
proper to avoid an algebraic loop. In the anti-windup
controller, Λ1[z] and Λ2[z] are design variables. Many
methods have been provided to determine Λ1[z] and
Λ2[z]. (See [6] and references therein.)

We consider the scenario where the controller out-
put is conveyed to the plant via a digital communication
channel. When transmitting an analog signal through
such a channel, it must undergo quantization to con-
vert it into a digital signal. If the channel’s capacity is
limited, even the digital signal might be quantized into
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Fig. 4: A ∆Σ modulator.

a low-resolution form.
Let us assume that the saturation levels of the

quantizer match those of the plant. Consequently, the
feedback control system featuring input saturation and
quantization can be depicted as shown in Fig. 3, where
Q̃(·) represents the quantizer satisfying

Q̃(x) = Lsgn(x), |x| > L (7)

for a scalar input x.
To mitigate the quantization error and address the

windup phenomena, we employ a ∆Σ modulator as our
quantizer. The block diagram of a ∆Σ modulator is
depicted in Fig. 4. Here, uq(k) is the input to the
static quantizer Q(·), which is often the conventional
uniform quantizer, and wq(k) is the quantization error
at time k, defined as

wq(k) = u(k)− uq(k). (8)

The feedback filter R[z] represents an nr-order filter,
commonly referred to as the noise transfer function
(NTF) or noise shaping filter (NSF), satisfying R[∞] =
1. It is important to note that the first term of the im-
pulse response of R[z]− 1 is zero, ensuring the absence
of an algebraic loop in the ∆Σ modulator. Further-
more, it is worth noting that when R[z] = 1, implying
no feedback, the ∆Σ modulator simplifies to a static
quantizer.

It is easy to see that the transfer function from
d(k) = u(k) − yc(k) to the input to Φ(·) of the anti-
windup controller in Fig. 2 is given by

Λ[z] := Λ2[z] + Cc(zInc −Ac)
−1Λ1[z] (9)

where Im is an m × m identity matrix. Let the order
of Λ[z] be nλ.

If we replace Q(·) and R[z] − 1 in Fig. 4 with
Φ(·) and Λ[z], then we have a system equivalent to the
anti-windup controller of Fig. 2. This means that if
nr ≥ nc + nλ, then we can find a ∆Σ modulator that
would be equivalent to any anti-windup controllers.
Conversely, if we set Λ2[z] = R[z]−1 and Λ1[z] = 0 and
replace Φ(·) with Q̃(·), then the system with the anti-
windup controller simplifies to the system with the ∆Σ
modulator. These relations suggest that we can utilize
the ∆Σ modulator not only for the reduction of the ef-
fect of the quantization error but also for the mitigation
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Fig. 5: An additive noise model for the system with a
∆Σ modulator.

of the windup phenomena.

3. ∆Σ modulator for quantization and satura-
tion

Let us design a ∆Σ modulator to reduce the effects of
quantization errors while adhering to a stability condi-
tion to mitigate windup phenomena.

From Fig. 4, one finds that Wq[z] = U [z] − Uq[z]
and Uq[z] = Yc[z]+(R[z]−1)Wq[z]. By substituting the
former into the latter, the z-transform of the output
u(k) of the ∆Σ modulator is represented by

U [z] = Yc[z] +R[z]Wq[z]. (10)

Subsequently, we establish the system depicted in Fig.
5 which is equivalent to the system illustrated in Fig.
3.

From Fig. 5, the transfer function from the quanti-
zation error of the ∆Σ modulator to the system output
can be found as P [z]/(1+P [z]C[z]). Consequently, the
z-transform Y [z] of the system output can be expressed
as

Y [z] =
P [z]C[z]

1 + P [z]C[z]
Ur[z] +

P [z]R[z]

1 + P [z]C[z]
Wq[z]. (11)

The first term on the right-hand side of (11) cor-
responds to the system output without quantization,
while the second term represents the error signal at the
system output, which needs to be minimized.

Our design variable is the NTF R[z] of the ∆Σ
modulator, or equivalently, the feedback filter R[z] −
1. Let us express the state space representation of the
filter R[z]− 1 as

xr(k + 1) = Arxr(k) +Brwq(k) (12)

yr(k) = Crxr(k) (13)

where xr(k) ∈ Rnr is the state vector, Ar ∈ Rnr×nr ,
Br ∈ Rnr×1, and Cr ∈ R1×nr .

In (11), the transfer function from the quantization
error wq(k) of the static quantizer to the system output
y(k) is denoted as Gywq [z], given by
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Gywq [z] =
P [z]R[z]

1 + P [z]C[z]
. (14)

To mitigate the effect of the quantization error
wq(k) on the system output, we impose a constraint
on the norm of Gywq [z]. Specifically, we consider a per-
formance condition:

∥Gywq [z]∥∞ < ϵ (15)

where ∥Gywq [z]∥∞ is the H∞ norm of Gywq [z] defined
as

∥Gywq [z]∥∞ = max
|ω|≤π

|Gywq [e
jω]| (16)

and ϵ is a positive parameter. It should be noted that
in place of the H∞ norm, alternative norms, such as
the H2 norm, can be used to achieve similar results as
discussed below.

Let us define an augmented state vector from the
state vectors xc(k), xp(k), and xr(k) of the controller,
the plant, and the NTF as

x(k) =

xc(k)xp(k)
xr(k)

 . (17)

Then, the state equation is given by

x(k + 1) = Ax(k) +Bwq(k) (18)

where

A =

[
Ã B̃Cr
0 Ar

]
, B =

[
B̃
Br

]
(19)

with 0 a zero matrix of an appropriate dimension,

Ã =

[
Ac −BcCp

BpCc Ap

]
, B̃ =

[
0
Bp

]
. (20)

From the definition of the augmented state equation,
the system output can be expressed as

y(k) = Cywqx(k) (21)

with
Cywq =

[
Cc 0 0

]
. (22)

It is known that (15) is satisfied if and only if there
exists a positive definite matrix of P1 ≻ 0 that satisfies[

ATP1A− P1 + CT
ywqCywq ATP1B

BTP1A BTP1B − ϵIn

]
≺ 0 (23)

Moreover, using the Schur complement, we can trans-
form (23) into

P1 AP1 B 0
P1A

T P1 0 P1C
T
ywq

BT 0 In 0
0 CywqP1 0 ϵ

 ≻ 0 (24)

- Qu(·) - Φ(·) -uq u

Fig. 6: An equivalent system with the static quantizer
Q(·) of the ∆Σ modulator by the saturater Φ(·).

- Qu(·) -q
- Ψ(·)

?d -
+

−uq u

uψ wψ

Fig. 7: An equivalent system with the static quantizer
Q(·) of the ∆Σ modulator by the dead zone element
Ψ(·) .

where
n = nc + np + nr. (25)

Since there are multiplications of design variables in
(24), (24) is a bilinear matrix inequality (BMI).

For simplicity, we assume that the static quantizer
Q(·) in Fig. 4 is a mid-tread uniform quantizer whose
quantization width is d that satisfies

d =
L

2m+ 1
(26)

for m a positive integer.
Suppose an ideal mid-tread uniform quantizer with

a quantization width d that produces

Qu(x) = id, for x ∈
[(

i− 1

2

)
d,

(
i+

1

2

)
d

)
(27)

where x is a scalar input and i is an integer. Then,
since Q(x) = Φ(Qu(x)), the static quantizer Q(·) is
equivalent to the cascaded system in Fig. 6.

We introduce a dead zone element Ψ(·) defined as

Ψ(x) = x− Φ(x). (28)

Then, the equivalent system can be expressed with the
dead zone element Ψ(·) as depicted in Fig. 7. We de-
note the input and the output of the dead zone element
as uψ(k) and wψ(k), respectievly. Moreover, if we de-
note the quantization error of Qu(·) in Fig. 7 as wqu(k),
we have an equivalent system of the original quantizer
Q(·) as in Fig. 8, which is known as an additive noise
model for the quantization. We replace the quantizer
from Fig. 4 with the dead zone module from Fig. 8, as
illustrated in Fig. 9.

Fig. 10 shows the input and output relationship of
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Fig. 8: An additive noise model for the system of Fig.
7.
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Fig. 9: An additive noise model for the ∆Σ modulator.

the dead zone element. The shaded region corresponds
to the sector area enclosed by y = 0 and y = κx for 0 ≤
κ ≤ 1. It is evident that Ψ(x) exists in this sector area
if and only if the following sector condition is satisfied:

Ψ(x)[Ψ(x)− κx] ≤ 0. (29)

It follows from the small gain theorem that if the
saturation error remains the sector area, then the sys-
tem is l2-stable [15], [16]. The condition on the sat-
uration error is known as the Tsypkin criterion: Let
Guψwψ [z] be the transfer function from wψ(k) to uψ(k).
Then, if

(1− κGuψwψ (e
jθ)) + (1− κGuψwψ (e

jθ))∗ > 0, (30)

for θ ∈ [0, 2π), then the system is l2-stable if wψ(k) for
κ ≥ 0 are in the sector area.

To apply the Tsypkin criterion, we need to ob-
tain a feedback system as shown in Fig. 11, in other
words, we need to derive the transfer function from
wψ(k) to uψ(k). To calculate this transfer function, we
temporarily set wqu(k) = 0, as it does not affect the
transfer function. Then, we have

uψ(k) = yc(k) + yr(k) = Cuψwψx(k) (31)

where
Cuψwψ =

[
Cc 0 Cr

]
. (32)

One the other hand, wq(k) = −wψ(k). Thus, from
(18), the (A,B,C) matrices of Guψwψ [z] are given by
(A,−B) where A and B are in (19) and Cuψwψ is in

Fig. 10: Dead zone element and sector area.

- d - Ψ(·)

�Gwψuψ [z]

wqu +

+

uψ wψ

Fig. 11: A feedback connection of a non-linear system
Ψ(·) and a linear system Gwψuψ .

(32).
Then, using the KYP lemma [17], we can show

that the condition (30) is equivalent to the existence
of a positive definite matrix P2 ≻ 0 that satisfies the
following matrix inequality: −P2 B AP2

BT −2In κCuψwψP2

P2A
T κP2C

T
uψwψ

−P2

 ≺ 0. (33)

This matrix inequality is also a BMI.
The value for ϵ should be decreased to reduce the

effect of quantization, whereas the value for κ should
be increased to enhance stability. In general, there is
a trade-off between reducing the effect of quantization
and enhancing stability. It should be noted that there
is no established criterion for determining the value of
κ. A suitablevalue for κ must be found empirically.

Now, let us consider the minimization of ϵ for a
given κ. Formally, our problem can be stated as follows:

min
P1,P2,Ar,Br,Cr

ϵ (34)

subject to (24) and (33). Unfortunately, since the con-
ditions are BMIs, our problem is NP-hard, making it
difficult to be solved globally.

One BMI can be converted into a linear matrix
inequality (LMI), by using the change of variables [18],
[19]. For example, (24) is converted into
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MP MA MB 0
MT
A MP 0 MT

C1

MT
B 0 In 0
0 MC1

0 ϵ

 ≻ 0. (35)

where matrices {MP ,MA,MB ,MC1
} are given by Pf ≻

0, Pg ≻ 0, Wf , Wg and H as follows

MP =

[
Pf In
In Pg

]
(36)

MA =

[
ÃPf + B̃Wf Ã

H PgÃ

]
, MB =

[
B̃
Wg

]
(37)

MC1
=

[
[Cc 0]Pf [Cc 0]

]
. (38)

However, since Pf and Pg depend on the Lyapunov
P1, the same change of variables can not convert the
other BMI (33) into an LMI in general. To address this
problem, we adopt the Lyapunov sharing paradigm, as
suggested by [18]. By setting the two Lyapunov ma-
trices to be identical, that is, P1 = P2, we can convert
BMI (33) into an LMI given by−MP MB MA

MT
B −2In κMC2

MT
A κMT

C2
−MP

 ≺ 0, (39)

with MC2
defined as

MC2
=

[
[Cc 0]Pf Wf [Cc 0]

]
. (40)

Finally, our design problem can be stated as

min
Pf ,Pg,Wf ,Wg,H

ϵ (41)

subject to (35) and (39), which is a numerically
solvable convex optimization. With the optimal
{Pf , Pg,Wf ,Wg,H}, the state-space matrices of the
optimal feedback filter are given by [18], [19]

Ar = [B̃Wf − P−1
g (H − PgÃPf )](Pf − P−1

g )−1 (42)

Br = B̃ − P−1
g Wg (43)

Cr = Wf (Pf − P−1
g )−1. (44)

4. Simulation example

To illustrate the performance of our proposed method,
we borrow the continuous-time system in [8]. The
(A,B,C) matrices of the plant are

Apc =

[
−0.01 1

0 −0.01

]
, Bpc =

[
0
1

]
, Cpc =

[
1 0

]

and those of the controller are

Acc =


0 1.000 −2.414 2.414

−2.414 −2.414 −2.000 1.000
1.000 0 −2.414 2.414
0 0 0 0



(a) System outputs y(t) of the plant (d = 0.1, L = 2) without
input saturation (black curve, Ideal ) by a uniform quantizer
(dotted magenta, Uniform ), a ∆Σ modulator (dashed red,
Conventional ), and the proposed method (dashed-dotted blue,
Proposed ).

(b) System inputs u(t) (d = 0.1, L = 2) without input satura-
tion (black curve, Ideal ) by a uniform quantizer (dotted ma-
genta, Uniform ), a ∆Σ modulator (dashed red, Conventional
), and the proposed method (dashed-dotted blue, Proposed ).

Fig. 12: Comparative analysis of system outputs and
inputs using various methods. The outputs are shown
in (a), and the inputs are shown in (b).

Bcc =


0
0
0
1

 , Ccc =
[
2.414 2.414 1.000 0

]
.

The reference signal ur(t) is set to be a unit step func-
tion.

The continuous-time system is discretized using
the zero-order hold method and sampled with a pe-
riod of Ts = 0.1 to obtain its equivalent discrete-time
model. The coefficient κ, which determines the sector
area, is set to be κ = 0.87.

First, we verify the effectiveness of reducing the in-
fluence of quantization errors. By increasing the value
of the quantization level L, we relax the conditions of
input saturation and perform simulations with a larger
quantization step d. We present the results of the
proposed method in comparison with results obtained
without no constraints on the input saturation as well
as those using a uniform quantizer and a Delta-Sigma
modulator designed according to the method proposed
in [2].

For L = 2 and d = 0.1, Fig. 12a compares the re-
sults without input saturation (labeled as Ideal ) with
those of a uniform quantizer (Uniform ), a Delta-Sigma
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modulator (Conventional ), and the proposed method
(Proposed ). They are plotted using black, dotted ma-
genta, dashed red, and dashed-dotted blue curves, re-
spectively.

In this scenario, with the quantization level set to
L = 2, both the proposed method and the conventional
method yield outputs that closely match the ideal re-
sponse without causing the windup phenomenon. In
contrast, the output from the uniform quantizer ex-
hibits oscillations, indicating its failure to accurately
follow the reference signal. This issue arises due to the
wide quantization step of d = 0.1. Conversely, the out-
puts using the Delta-Sigma modulator show no signifi-
cant oscillation for both the proposed and conventional
methods.

Fig. 12b shows the input to the system limited to
the time range from 0 to 20 corresponding to the out-
puts of Fig. 12a. The system input with the uniform
quantizer and that with our proposed method are al-
most the same as the ideal system input. On the other
hand, the system input with the conventional ∆Σ mod-
ulator significantly oscillates around the ideal system
input.

Next, we impose a severe condition on the input
range with L = 0.1. In this case, only two values
−0.1, 0.1 are available for the system input.

Fig. 13a illustrates the results of the four meth-
ods, whereas Fig. 13b depicts the input to the system
corresponding to the outputs of Fig. 13a.

The output of the system with the uniform quan-
tizer diverges, exhibiting typical windup phenomena.
The outputs obtained by the two ∆Σ modulators os-
cillate around the ideal response. The output with the
∆Σ modulator designed by the proposed method con-
verges faster than that with with the conventional ∆Σ
modulator, justifying our additional constraint for the
input saturation.

5. Conclusions

We have introduced a novel design methodology for
∆Σ modulators to mitigate the combined influences
of quantization and saturation. Our strategy focuses
on minimizing the norm of the quantization error while
maintaining stability within the closed-loop system. By
leveraging the ability to share a common Lyapunov ma-
trix, we have reformulated our design into a convex
optimization problem, enabling numerical solutions.
Through numerical examples, we demonstrate the ef-
ficacy of our proposed design method.
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(a) System outputs y(t) of the plant (d = 0.1, L = 0.1) without
input saturation (black curve, Ideal ) by a uniform quantizer
(dotted magenta, Uniform ), a ∆Σ modulator (dashed red,
Conventional ), and the proposed method (dashed-dotted blue,
Proposed ).

(b) System inputs u(t) (d = 0.1, L = 0.1) without input satu-
ration (black curve, Ideal ) by a uniform quantizer (dotted ma-
genta, Uniform ), a ∆Σ modulator (dashed red, Conventional
), and the proposed method (dashed-dotted blue, Proposed ).

Fig. 13: Comparative analysis of system outputs and
inputs using various methods. The outputs are shown
in (a), and the inputs are shown in (b).
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Appendix A: A brief derivation of (35) and (39)

Without loss of generality, we can set [19]:

P1 =

[
Pf Sf
Sf Sf

]
. (A· 1)

With Pf and Sf , we define Pg as

Pg = (Pf − Sf )
−1. (A· 2)

Using a matrix T given by

T =

[
In Pg
0 −Pg

]
, (A· 3)

we define a block diagonal matrix Θ1 = diag(T, T, T, 1)
After multiplying both side of (24) with the trans-

formation matrix Θ1 from the right hand side and ΘT
1

from the left hand side, we substitute (42), (43), and
(44), and then obtain (35), using (36), (37) and (38).

Similarly, with a block diagonal matrix Θ2 =
diag(T, In, T ), we can show that (33) with P2 = P1

is transformed into (39).
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