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Traffic Accident Prediction Without Object Detection for

Single-Vehicle Accidents

Kazuki HARADA ™, Yuta MARUYAMA ', Tomonori TASHIRO', Nonmembers, and Gosuke OHASHI', Member

SUMMARY  Recently, the research on traffic accident prediction mod-
els via deep learning has attracted significant attention. Many recent high-
accuracy accident prediction models rely on bounding boxes obtained from
object detection, which cannot predict single-vehicle accidents with a high
fatality rate because of their structure. This paper proposes a model that
predicts single-vehicle accidents by estimating the probability of accident
occurrence at the frame level. The proposed model integrates depth and
segmentation information along with RGB images and optical flow infor-
mation to enhance prediction accuracy. To validate the effectiveness of the
proposed model in single-vehicle accident scenarios, this study constructed
a CARLA Accident Dataset using a driving simulator and a dataset con-
taining only single-vehicle accident scenes selected from the Detection of
Traffic Anomaly dataset. The proposed model demonstrated high accu-
racy in the investigated datasets, indicating its effectiveness in predicting
single-vehicle accidents.

key words: deep learning, traffic accident prediction, single-vehicle acci-
dent, dashcam, driving simulator

1. Introduction

Autonomous driving technology has rapidly advanced re-
cently; however, concerns regarding traffic accidents remain.
Traffic accidents are broadly categorized as “person and ve-
hicle,” “multiple vehicles,” and “single vehicle” accidents.
In Japan, single-vehicle accidents in Japan accounted for 4%
of all accidents; however, they represented 28% of fatal ac-
cidents in 2023 [1]. Of all the accident types, single-vehicle
accidents have the highest fatality rate. This trend is ob-
served worldwide, with single-vehicle accidents comprising
56% (2021) of fatal accidents in the United States [2] and
33% (2020) in the European Union [3]. Traffic accident
prediction models using deep learning are being actively
researched to prevent the social and economic losses in-
curred during accidents and realize a safe automated driving
society. Most existing high-accuracy models for accident
prediction [4]-[13] estimate the probability of accidents at
the object level based on object detection results. We have
also proposed such a model [13]. However, such models
cannot predict single-vehicle accidents because of the ab-
sence of detectable objects. Moreover, although certain ac-
cident datasets contain single-vehicle accidents, the number
of single-vehicle accidents in the real world is fewer than that
of person-and-vehicle and multiple-vehicle accidents. Con-
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sequently, the number of single-vehicle accident scenarios
in datasets must be increased. Thus, this study constructed a
dataset that includes single-vehicle accident scenes and pro-
posed an accident prediction model based on deep learning
that can address single-vehicle accidents. The study contri-
butions are as follows:

* The proposed model estimates the probability of acci-
dent occurrence at the frame level without object detec-
tion to predict single-vehicle accidents.

* Traffic accident datasets that include single-vehicle ac-
cidents were constructed to validate the effectiveness of
the proposed model.

¢ This study demonstrates that adding depth and segmen-
tation information, along with RGB and optical flow
information, can improve the accuracy of accident pre-
dictions.

2. Related Works
2.1 Datasets Available for Traffic Accident Prediction

Datasets containing accident scenes are essential for traffic
accident prediction via deep learning. Table 1 shows the
trends of available datasets for traffic accident prediction.
Most existing accident datasets comprise real accident videos
obtained from video-sharing platforms. These datasets in-
clude the temporal annotations of accidents. A few contain
spatial annotations and other information.

The Tokyo University of Agriculture and Technology
(TUAT) near-miss database [14] and Near-Miss Incident
Database (NIDB) [15] focus on near-miss scenes where ac-
cidents almost occurred. The Dashcam Accident Dataset
(DAD) [4] is the first available dataset for traffic accident
prediction; it comprises actual accident scenes. Several sub-
sequent datasets have been proposed [5]-[8], [16]-[20]. Car
Crash Dataset (CCD) [6] and Multi-Modal Accident video
Understanding (MM-AU) [16] include temporal and spatial
annotations, as well as textual data explaining the reasons
for the accidents. DADA-2000 [17] includes the visual at-
tention of drivers, rendering it the most extensive dataset for
predicting the attention of drivers during accidents. In ad-
dition, VIENAZ2 [18] and GTACrash [19] contain synthetic
accident videos rendered from video games.

Although the aforementioned datasets contain videos
from vehicle-mounted dashcams, Car Accident Detection
and Prediction (CADP) [7] features recordings from fixed

Copyright © 200x The Institute of Electronics, Information and Communication Engineers



IEICE TRANS. FUNDAMENTALS, VOL.Exx-??, NO.xx XXXX 200x

2
Table 1  Trends of datasets for traffic accident prediction.
Dataset Release Videos Temporal Ansr;(;tgslon Others Synthetic/Real Involve]?igo V;I};lrfliivolve I Single vehicle
TUAT near-miss
database [14] 2010 207000+ v Text R v v
DAD [4] 2016 1750 v R 7
NIDB [15] 2018 6200 v R v
CADP [7] 2018 1416 v v R v
VIENAZ [18] 2018 15000 v S v v
DADA-2000 [17] 2019 2000 7 Text, Att. R 7 7 7
GTACrash [19] 2019 11381 v v S v
CCD [6] 2020 4500 v Text R v v
DoTA [8] 2023 4677 7 v R v v 7
ROL [5] 2023 1000 v v R v v v
DeepAccident [20] 2023 691 v v S v v
MM-AU [16] 2024 11727 v Text R v 7 v
Table2  Trends of deep learning models for traffic accident prediction. work (AM-Net) [5] and Two-Layer Hidden State Aggrega-
_ Component tion Based Two-Stream Network (THAT-Net) [11] use op-
Model Release d((a)tzgjic(:n RNN Oggfval tical flow, which refers to the motion vector of each pixel
DSA [4] 3016 7 7 between two consecutive frames in a video sequence. Both
Shah et al. [7] 2018 v v models incorporate optical flow estimation models, such as
Ustring [6] 2020 v v Recurrent All-Pairs Field Transforms (RAFT) [24] to gener-
FA [10] 2020 v v ate optical flow images from input images. This can facilitate
DRIVE [26] 2021 4 the extraction of motion features of objects and the estima-
DSTA [9] 2022 v v . . .
CAP 27] 5003 ~ tion of the probablhty.of accidents. . .
FOL-Ensemble [8] 2023 7 7 7 THAT-Net, UString [6], and Dynamic Attention Aug-
AM-Net [5] 2023 v v v mented Graph Neural Network (DAA-GNN) [12] use de-
THAT-Net [11] 2023 v v A tected objects and their features to construct graphs and
Maruyama etal. [13] | 2023 v v learn using GNNs [25]. In addition to RGB images, Deep
DAA-GNN [12] 2024 4 4 Relnforced accident anticipation with Visual Explanation
TTHF [29] 2024

surveillance cameras. DeepAccident [20] is the first acci-
dent prediction dataset designed for Vehicle-to-Everything
(V2X) applications. It contains accident scenes that are auto-
matically collected using the Car Learning to Act (CARLA)
[21] simulator.

However, the existing datasets present several chal-
lenges. First, the lack of a unified standard for temporal
annotations makes it difficult to compare evaluations across
datasets. Second, certain datasets contain a mix of ego-
vehicle-involved and non-involved accidents. Thus, the use
of such datasets may affect model performance. Finally,
owing to the scarcity of single-vehicle accident scenes, the
available datasets are insufficient for single-vehicle accident
prediction.

2.2 Deep Learning Models for Traffic Accident Prediction

Several deep learning models have been proposed for traf-
fic accident prediction. Table 2 summarizes the trends of
accident prediction models. In particular, models using Re-
current Neural Networks (RNNs), such as Long Short-Term
Memory (LSTM) [22] and Gated Recurrent Unit (GRU) [23],
have been proposed to consider long-term temporal relation-
ships [4]-[7], [9]-[13], [26], [27].

The Attention-Guided Multistream Feature Fusion Net-

(DRIVE) [26], Cognitive Accident Prediction (CAP) [27],
Future Object Localization (FOL) [8], [28], and Text-Driven
Traffic Anomaly Detection with Temporal High-Frequency
Modeling (TTHF) [29] use additional information as in-
put. DRIVE predicts accident probability and saliency maps
through reinforcement learning. However, datasets rarely
provide the ground truth of gaze data, which are essential
for predicting saliency maps. Maruyama et al. [13] en-
hanced accident prediction accuracy and proposed a method
for visualizing the risk factors using the divergence between
visual attention and focus of expansion (FOE). CAP uses
the Transformer [30] mechanism by encoding image frames
with Patch Embedding and text data describing accident sit-
uations with Bidirectional Encoder Representations from
Transformers (BERT) [31], and inputs them into a Multi-
Head Attention. It subsequently estimates accident prob-
ability using a Graph Convolutional Network (GCN) [32]
and GRU. FOL predicts object trajectories and detects traffic
accidents by identifying deviations from the vehicle’s ex-
pected odometry. FOL-Ensemble [8] combines FOL-STD
[28], which uses predicted bounding box similarities, with
AnoPred [33]. TTHF detects traffic anomalies by lever-
aging contrastive learning between video clips and textual
prompts via pre-trained Contrastive Language-Image Pre-
training (CLIP) [34], extracting visual context and capturing
dynamic scene changes without requiring sequential struc-
tures like RNNs.
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Many of the aforementioned high-accuracy accident
prediction models rely on object detection; thus, they en-
counter difficulties in estimating single-vehicle accidents.
This is because colliding objects are often difficult to de-
tect and, in certain cases, may not even exist. Furthermore,
the existing models that do not employ object detection suf-
fer the challenge of dependency on datasets, as they require
the ground truth of saliency maps or textual explanations of
accident situations.

3. Method

3.1 Architecture Overview

The existing accident prediction models that estimate object-
level accident occurrence probabilities cannot handle single-
vehicle accidents. Thus, we propose a model that estimates
frame-level accident occurrence probabilities independent
of bounding boxes obtained from object detection. The pro-
posed model was constructed by referencing the parts of
AM-Net [5] proposed by Karim et al. that do not use object
detection information. Figures 1 and 2 show the architectures
of AM-Net and that of the proposed model, respectively.
AM-Net employs object detection to estimate object-level
accident occurrence probabilities; thus, it cannot adequately
predict single-vehicle accidents. Contrarily, the proposed
model estimates frame-level accident occurrence probabili-
ties, enabling the prediction of single-vehicle accidents. In

addition, the model generates depth, optical flow, and seg-
mentation images from RGB images and extracts features
from each image type.

The integration of data from RGB images with addi-
tional layers, such as optical flow and segmentation, has
proven to be highly effective in visual attention research
[35],[36]. This method is inspired by the hierarchical na-
ture of human visual processing, in which the brain analyzes
visual information from basic to complex stages across dif-
ferent cortical areas [37]. By inputting features from various
sources, including texture from RGB images, depth from
depth images, motion from optical flow images, and ob-
ject identification from segmentation images, the proposed
model enhances its ability to recognize and interpret com-
plex scenes. As shown in Sec. 2, although models exist
that use optical flow [5], [11], no models leverage depth and
semantic segmentation. To our knowledge, a configuration
combining RGB, optical flow, depth, and segmentation has
not been previously proposed.

3.2 Additional Information from RGB Images

The existing models frequently use RGB and optical flow im-
ages as inputs, similar to the proposed model, which uniquely
incorporates depth and segmentation images. Most acci-
dents involve a form of collision, and depth images can fa-
cilitate a spatial understanding of how objects approach ego



vehicles. Segmentation images provide clearer information
on object placement than RGB images. The proposed model
obtained these images using Metric3DV2 [38] for depth es-
timation, GMFlow [39], [40] for optical flow estimation, and
Internlmage [41] for segmentation.

3.3 Feature Extraction and Aggregation

First, the input images are resized to 224 x 224 pixels, and
features are extracted using Wide ResNet101-2 [42] pre-
trained from ImageNet, excluding its fully connected layers.
This process yields a feature vector, v; (€ R?%*®), in frame 7.
The feature vector is transformed into a lower-dimensional
feature vector, x,(€ R?°), using a fully connected layer,
which is subsequently fed into a GRU to obtain a hidden
representation, k;(e R>°). This procedure is performed
for each of the four data sources, resulting in four hidden
representations, B, g 1, Baep.i, Ropr,r» and hgeq , Which are
concatenated to fi, (€ R'024). Thereafter, i, is transformed
into two dimensions using two fully connected layers, and
the probability of accident s, is calculated using the softmax
function. The weights of the fully connected layers and GRU
are shared among the four data sources.

4. Experiments
4.1 Datasets

To validate the effectiveness of the proposed model, we use
two newly constructed datasets along with DoTA.

4.1.1 Dataset Construction Using CARLA Simulator

We constructed an original dataset called the “CARLA Ac-
cident Dataset (CAD)” using CARLA [21], an open-source
driving simulator for autonomous driving research. CAD in-
cludes scenarios involving single-vehicle accidents and pro-
vides ground truth images for depth, optical flow, and seg-
mentation obtained through simulations. This dataset can
be employed to evaluate the effectiveness of the proposed
architecture independent of the accuracy of the estimation
models. Moreover, it enables a precise assessment of the
performance of the model in accident scenarios, free from
potential distortions caused by data estimation errors.

In CARLA, a three-dimensional simulation of real ur-
ban environments enables the reproduction of various driv-
ing conditions, and various simulated sensors are available.
Inducing accidents during simulation is necessary to con-
struct an accident dataset using CARLA. Thus, accidents
are generated through autopilot and manual driving, and
accident scenes are collected. Table 3 lists the conditions
for dataset construction. On autopilot, the ego vehicle is
programmed to engage in hazardous driving behaviors, al-
lowing the simulator to automatically generate accidents.
Conversely, during manual driving, a Logicool G29 steer-
ing wheel is used for the hands-on manipulation of steering,
acceleration, and braking, capturing data that more closely
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simulates actual driving scenarios. Furthermore, this ap-
proach intentionally produces accident scenes that are diffi-
cult to generate on autopilot, ensuring a substantial collec-
tion of single-vehicle accident scenes. The simulations use
three different maps and operate under diverse weather and
light conditions. Outputs from the RGB, depth, optical flow,
and semantic segmentation sensors are recorded for each
frame. A dataset scene comprises 100 frames, ending with
the frame where a collision occurs, resulting in 400 images
per scene, including the outputs from the four sensors across
100 frames.

In deep learning, it is important to split the data into
training and evaluation sets to prevent overfitting. Initially,
the model is trained using training data, and the accuracy of
the resulting model is evaluated using evaluation data. The
collected 600 scenes were divided into 480 for training and
120 for evaluation. In addition, simply distributing the entire
dataset randomly can lead to the under-representation of rare
scenes in the evaluation set. Thus, after categorizing all the
videos by accident type, they were randomly distributed to
approximately maintain the 4:1 training-to-evaluation ratio.

Many of the existing accident datasets comprise videos
collected from video-sharing platforms, frequently includ-
ing edited, processed content, such as that with subtitles and
zooming in on vehicles at the moment of accidents. When
constructing datasets using such videos, caution is neces-
sary because of the potential for copyright infringement with
unauthorized postings and the inclusion of privacy-sensitive
information related to individuals involved in accidents. The
use of driving simulators for dataset construction can cir-
cumvent these challenges, ensuring ethical compliance and
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Table 3  Simulation conditions for dataset construction.
Autopilot Manual driving
CPU Intel® Core i7-12700F CPU @2.10 GHz Intel® Core i7-9700 CPU @2.10 GHz
CPU memory 16.0 GB
GPU NVIDIA GeForce RTX 3050 (8.0 GB) NVIDIA GeForce RTX 3090 (24.0 GB)
Simulator CARLA 0.9.14
Map TownO07, Town10, Town12

Image acquisition | 100 frames/scene (fps = 10)

Image size 640 x 360 pixel

1280 x 720 pixel

Autopilot setting

Ignoring red lights, other vehicles, pedestrians, and traffic signs: 100%
Safe distance between vehicles: 0 m, Speed limit increase: 20%—100%

Steering wheel - Logicool G29
Table4  Categories in the DoTA dataset. Table 5  Overview of the experiments.
Label Category Additional images
ST Collision with another vehicle that starts, stops, or is Dataset Ground truth from RGB
stationary Synthetic | CAD Experiment 1 Experiment 2
AH Collision with another vehicle moving ahead or waiting Real Selected DoTA - Experiment 3
LA Collision with another vehicle moving laterally in the Full DoTA - Experiment 4
same direction
OoC Collision with another oncoming vehicle
TC Collision with another vehicle that turns into or crosses across diverse conditions, following common practice in traf-
a road : : fic accident prediction research. Experiment 1 evaluates the
VP Collision between vehicle and pedestrian . . .
X0 Collision with an obstacle in the roadway archltectur.e using ground truth 1mag§s from CARLA for
00 Out-of-control and leaving the roadway to the left or right depth, optical flow, and segmentation images. Experiments
UK Unknown 2, 3, and 4 use additional information from RGB images.

protecting privacy.
4.1.2 Reconstruction of DoTA Dataset

The Detection of Traffic Anomaly (DoTA) dataset [8] pro-
duced by Yao et al. is the first traffic anomaly video dataset
that provides spatio-temporal annotations of risky objects in
driving scenarios. It comprises 4677 dashcam video clips,
each with a resolution of 1280 x 720 pixels, captured under
various weather and light conditions.

Each DoTA video is annotated with the start and end
times of the traffic anomaly and categorized into one of the
nine types listed in Table 4. Among them, VO and OO are
considered to be related to single-vehicle accidents. How-
ever, the classifications are based on the actions of the in-
volved parties (ego vehicle or another vehicle) rather than
on the type of colliding object, which is important for ac-
cident prediction. Thus, we selected only scenes involv-
ing single-vehicle accidents related to the ego vehicle from
the 4677 dashcam video clips and reclassified them into
three types: “collision with structures,” “road departure,”
and “turnover.” By clipping the footage prior to the end
time of traffic anomaly in the DoTA videos, we standardized
the scene composition between the dataset and CAD. We
denoted the constructed dataset as “selected DoTA.”

4.2  Experimental Conditions
Table 5 presents the experimental overview. Although CAD

and selected DoTA are constructed by category and con-
dition, the models were evaluated on overall performance

Experiment 2 uses CAD, Experiment 3 uses selected DoTA,
and Experiment 4 uses full DOTA for evaluation. Table 6
lists the experimental conditions.

The proposed model was implemented using PyTorch
[43] on a system equipped with an Intel® Core i7-12700F
CPU @2.10 GHz, 16.0 GB of memory, and an NVIDIA
GeForce RTX 3050 GPU (8.0 GB). Wide ResNet101-2 func-
tioned as the feature extractor, Metric3DV2 was used for
depth estimation, GMFlow was used for optical flow esti-
mation, and Internlmage was used for segmentation. The
training parameters were a batch size of 1, 20 epochs, and
an initial learning rate of 0.001, with Adam as the opti-
mizer and cross-entropy as the loss function. The evaluation
metrics included the area under the receiver operating char-
acteristic curve (AUC), precision, recall, F1 score, and time-
to-accident (TTA). AUC represents the model’s capacity to
distinguish traffic accident occurrence, while F1 score, the
harmonic mean of precision and recall, evaluates the overall
model balance. The TTA indicates how early an accident
can be predicted, with larger values indicating earlier pre-
dictions. This metric is defined as the largest time difference
between 7 and ¢, where 7 is the time when the accident prob-
ability, s;, first exceeds the threshold, 5. The definition is
given by the following formula:

TTA =max{r —t|s; >50<t <71} (1)

The definition of 7 varies by dataset. In CAD, 7 denotes
the collision time, specifically when the simulator’s Collision
Detector registers a collision. On the other hand, in DoTA, T
denotes the moment a traffic anomaly becomes unavoidable,
specifically determined as the average time marked by three
annotators with different driving experiences. This study
adopted a commonly used threshold (5 = 0.5) to evaluate
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Table 8  Number of scenes of selected DoTA dataset.
Category Number of scenes
Structures 146
Accident type Road departure 93
Turnover 1
. .. Daytime 205
Light condition Nighttime 35
Sunny/Cloudy 103
Weather condition | Rainy 41
Snowy 96
. Yes 135
Stip No 105
Total 240

the accident prediction model.

4.3 Results

4.3.1

Dataset Construction

Table 7 presents the CAD construction results, with accident
types used in Japan. Figure 3 shows examples of the collected

6
Table 6 Experimental conditions.
Experiment 1 [ Experiment 2 Experiment 3 [ Experiment 4
CPU Intel® Core i7-12700F CPU @2.10 GHz
CPU memory 16.0 GB
GPU NVIDIA GeForce RTX 3050 (8.0 GB)
Dataset CAD Selected DoTA DoTA
Train videos 480 192 3275
Test videos 120 48 1402
Image size 640 x 360 pixel 1280 x 720 pixel
Batch size 1
Feature extraction Wide ResNet101-2
Depth estimation - Metric3DV2
Optical flow estimation - GMFlow
Segmentation - InternImage
Epochs 20
Initial learning rate 1.0x 1073
Optimizer Adam
Loss function Cross Entropy
Metrics AUC, Precision, Recall, F1 score, TTA
Table7  Number of scenes of CAD. _ accident scenes. On autopilot, 92% of the scenes captured
Category | Autopilot | Manual driving | were rear-end collisions, resulting in a biased dataset. The
. . /;izgeiivipe 2; }‘7‘ four scenes of collision with structures that occurred on au-
Multiple vehicles ="t 393 £V topilot were caused by malfunctions in the autonomous driv-
Head-on 5 18 ing system of CARLA, specifically when the vehicle failed
Structures 4 84 to correctly change lanes during lane reductions. Oppositely,
Single vehicle Road departure 0 3 manual driving enabled the intentional creation of various
Turnover 0 0 . .. " »
Person and vehicle T z accident scenes beyond rear-end collisions. The “turnover
—— = > category r'efers Fo acc1depts where a vehicle turns over with-
Map Townl0 592 114 out colliding with an object. Although we captured scenes
Town12 88 47 of vehicles turning over after colliding with an object, no
Daytime 155 109 scenes of “turnover” were collected because of the difficulty
Light condition Dawn/Sunset 13 8 in simulating incidents where a vehicle turns over without
Nighttime 259 56 colliding with an object.
Weather condition ;‘;?r‘l‘y/ Cloudy %gg 1i$ Table 8 presents the construction results of the selected
Y DoTA dataset, detailing 240 selected single-vehicle accident
Total [ 427 173 ]

videos. The videos were categorized into training and evalu-
ation sets at a ratio of 4:1, resulting in the construction of the
first dataset focused on ego-vehicle-involved single-vehicle
accidents. Notably, 40% of the scenes involved adverse
weather conditions and slippery surfaces, indicating a bias
in the accident scenarios represented.

4.3.2 Quantitative Evaluation

Tables 9, 10, 11, and 12 present the results of Experiments
1, 2, 3, and 4, respectively.

For Experiment 1, the evaluation results for each ac-
cident type indicated that the overall discriminatory ability
of the model, as measured by the AUC, was high across all
categories. It achieved an impressive score of 0.923, even
for single-vehicle accidents, which are frequently predicted
inadequately by the existing models via object-level evalu-
ation. However, the AUC for “head-on collisions” was the
lowest at 0.772, suggesting room for improvement in the dis-
criminatory power of the model. For precision, “rear-end”
recorded the highest value at 0.845, demonstrating that the
prediction of the model was accurate. However, the preci-
sion was low for many categories, particularly “head-on,”
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Table 9  Evaluation results of Experiment 1.
Accident type [ AUC [ Precision | Recall | FI1 score [ TTA [s] ]
Angle 0.860 0.658 | 0.979 0.787 9.314
Multiple vehicles Sideswipe 0.856 0.763 | 0913 0.832 7.840
p | Rear-end 0.848 0.845 | 0.943 0.891 8.661
Head-on 0.772 0.423 1.000 0.595 8.140
Sinele vehicle Structures 0.926 0.493 | 0.938 0.646 5.994
& Road departure | 0.967 0.395 1.000 0.566 7.800
Person and vehicle 1.000 0.470 1.000 0.640 10.000
Non-single-vehicle accidents 0.836 0.805 0.946 0.870 8.653
Only single-vehicle accidents 0.923 0.485 0.942 0.640 6.094
[ Overall [ 0.863 ] 0772 ] 0946 | 0850 | 8269 |

Table 10  Evaluation results of Experiment 2.
Accident type [ AUC [ Precision | Recall | FI1 score [ TTA [s] ]
Angle 0.735 0.681 0.727 0.703 8.086
Multiple vehicles Sideswipe 0.864 0.859 | 0.820 0.839 6.560
p " | Rear-end 0.867 0.864 | 0.902 0.883 8.173
Head-on 0.780 0.495 | 0.981 0.658 5.324
Sinele vehicle Structures 0.899 0.556 | 0917 0.692 5.324
& Road departure | 0.998 0.833 1.000 0.909 3.700
Person and vehicle 1.000 0.505 1.000 0.671 9.700
Non-single-vehicle accidents 0.849 0.834 0.890 0.861 8.064
Only single-vehicle accidents 0.907 0.568 | 0.922 0.703 5.233
[ Overall [ 0.863 0.809 ] 0892 ] 0849 [ 7.639 |

Table 11  Evaluation results of Experiment 3.
[ Accident type [ AUC [ Precision [ Recall [ F1 score [ TTA [s] ]
Single vehicle Structures 0.966 0.812 | 0.985 0.890 3.925
Road departure | 0.965 0.793 | 0.963 0.870 5.288
[ Overall [ 0966 [ 0803 ] 0975 [ 0881 [ 4314 ]

Table 12 Evaluation results of Experiment 4.
Method [ Features [ AUC ]
ConvAE [44] Flow 0.663
ConvLSTMAE [45] | Flow 0.625
FOL-Ensemble [8] RGB + Bbox + Flow + Ego 0.730
AM-Net [5] Bbox + Flow 0.793
TTHF [29] RGB 0.847
[ Ours | RGB + Depth + Flow + Seg | 0.845 ]

where it decreased to 0.423. This low precision led to many
false positives, resulting in over-detection. An increase in
over-detection can generate many unnecessary warnings in
practical applications, potentially diminishing the usability
of the model. For recall, “head-on,” “road departure,” and
“person and vehicle” achieved perfect scores of 1.000, in-
dicating that the model did not miss any accidents of these
types. However, even with a high recall, the challenge of
over-detection remains if the precision is low; thus, the bal-
ance between these metrics is critical. The F1 score, a
metric that balances precision and recall, was the highest for
“rear-end” at 0.891. However, “head-on” (0.595) and “road
departure” (0.566) had low scores because of the very low
precision. Although using a threshold of 5 = 0.5 in this
experiment may improve precision by maximizing the F1
score, it could potentially decrease the recall. In real-world

accident prediction, where avoiding accidents and minimiz-
ing the impact on human lives is paramount, prioritizing the
accuracy of the recall even at the expense of low precision
might be more critical. Thus, it may not be necessary to use
a threshold that maximizes the F1 score.

In Experiment 2, despite a reduction in the accuracy of
the estimated depth, optical flow, and segmentation images of
the model, the accident prediction accuracy was comparable
to that achieved in Experiment 1, in which ground truth
images were used.

In Experiment 3, the proposed model achieved high
discriminatory accuracy across all the accident types.

In Experiment 4, the proposed model achieved AUC
comparable to the state-of-the-art model, TTHF. While
TTHF requires textual prompts of accident scenes during
training, our model uses RGB images alone, making it a
simpler and more practical approach.

In Experiment 1, under the “person and vehicle” and
“angle” conditions, as well as in Experiment 2 under “per-
son and vehicle,” very high TTA values were obtained. How-
ever, the precision was low, leading to over-detection. This
high TTA probably resulted from the model predicting most
frames in many scenes as having an accident probability
(s; > 5 = 0.5). Thus, over-detection can lead to early ac-
cident predictions, thereby increasing the TTA, which may
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render the TTA an inappropriate metric.
4.3.3 Qualitative Evaluation

The accident prediction results of the proposed model in Ex-
periments 1 and 2 were demonstrated using specific scenes.
First, Fig. 4 shows the prediction results for a multiple-
vehicle accident scene. In this scenario, the ego vehicle
rear-ends the vehicle ahead on a poorly visible single-lane
road. The amount of information extracted in RGB images is
limited; thus, it is challenging to identify hazards. However,
using depth and segmentation images can provide additional
information regarding the scene. The features extracted from
these images enabled the model to successfully predict the
occurrence of an accident 3.6 s in advance in Experiments 1
and 2. These results suggest that the model can extract fea-
tures and predict accidents even in scenes that are not readily
discernible to the human eye.

Figure 5 shows the prediction results for a single-vehicle
accident scene. In this scene, around frame 60, the ego ve-
hicle suddenly turns right. In frame 99, it collides with a
tree on the sidewalk, which would be difficult for an object
detection model to accurately detect. In Experiment 1, the
proposed model detected a traffic anomaly in frame 62 and
predicted the accident 3.7 s before it occurred. In Experi-
ment 2, the model predicted the accident 3.9 s beforehand. In
these scenes, the optical flow images capture the movement
of the ego vehicle, and the segmentation images detect lane
departure, significantly contributing to the accident predic-
tion.

4.3.4 Ablation Study

In Experiment 1, ablation studies of the input sources for the
proposed model were conducted to demonstrate how addi-
tional information enhances accuracy in accident prediction.
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Table 13  Evaluation results of ablation study.

Model | RGB | Depth | Optical flow | Segmentation | AUC | Precision | Recall | F1 score
1 v 0.833 0.812 | 0.879 0.844
2 v 0.840 0.854 | 0.753 0.801
3 v 0.811 0.669 | 0.988 0.797
4 v 0.838 0.874 | 0.749 0.807
5 v v 0.851 0.852 | 0.801 0.826
6 v v 0.854 0.781 0.914 0.843
7 v v 0.831 0.817 | 0.878 0.846
8 v v 0.856 0.753 | 0.935 0.834
9 v v 0.864 0.853 | 0.828 0.840
10 v v 0.857 0.779 | 0.904 0.837
11 v v v 0.857 0.670 | 0.997 0.801
12 v v v 0.850 0.795 | 0.897 0.843
13 v v v 0.855 0.800 | 0.894 0.844
14 v v v 0.856 0.703 | 0.965 0.813
15 v v v v 0.863 0.772 | 0.946 0.850

Table 13 presents the results; the most accurate metrics are
highlighted in bold, and the second most accurate metrics
are underlined. The experimental conditions were the same
as those described in Table 6. Using ground truth images ob-
tained from CARLA as ideal inputs enabled the evaluation of
the contribution of each data source to predictive accuracy.
Initially, the performance of models 1-4, which each
use a single data source, was dependent on the characteris-
tics of the specific source. Model 1, which uses only RGB
images, exhibited a relatively good balance between preci-
sion and recall, resulting in a remarkable F1 score. However,
Model 3, which solely relies on optical flow images, exhib-
ited low precision. Models 2 and 4, using only depth and
segmentation images, respectively, exhibited a low recall.
Models 5-15, which integrate multiple data sources,
generally achieved a higher AUC and recall than the single-
source models. This suggested that the complementary infor-
mation provided by multiple data sources contributed to an
overall better performance. However, the precision of these
models declined, particularly in those including optical flow
images, where a trend toward a low precision was observed.
For instance, Model 11 achieved a high recall, but its preci-
sion was relatively low at 0.670, indicating occurrences of
over-detection. This suggested that although using multiple
data sources increased the available information for accident
prediction, it increased the potential risk of over-detection.
Comparing Models 1 to 15 from the perspectives of
AUC and F1 score, although Model 9, using depth and seg-
mentation sources, achieved the highest AUC, it ranked sev-
enth in F1 score, indicating an unbalanced performance.
Conversely, Model 15, using all four data sources, achieved
the highest F1 and the second-highest AUC, thus represent-
ing the most balanced and high-performing model.
Considering the commonly used combination of RGB
and optical flow images in existing accident prediction mod-
els (Model 6), the addition of depth images (Model 11), seg-
mentation images (Model 13), or both (Model 15) improved
the AUC. Thus, the ablation studies showed that by integrat-
ing multiple data sources, the proposed accident prediction
model can capture features of accidents that are undetectable

by a single data source, thereby enhancing predictive accu-
racy.

5. Conclusion

This study focused on the limitations of the existing high-
accuracy models for predicting single-vehicle accidents. We
propose a model that predicts such accidents without object
detection. By incorporating depth and segmentation infor-
mation into the model, we improved its recognition capa-
bility for accident scenes. To verify the effectiveness of the
proposed model in predicting single-vehicle accidents, we
constructed a CAD using a driving simulator and a dataset
containing only single-vehicle accident scenes selected from
the DoTA dataset. When applied to the datasets, the pro-
posed model achieved high accuracy. The study findings
show that accident prediction models incorporating depth
and segmentation information, along with RGB and optical
flow information, can significantly improve accuracy.
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