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SUMMARY In this paper, SDG channel routing algorithm
for generalized channel is proposed. In generalized channel, it is
assumed that horizontal routing capacity is tight and that all pins
of a net are needed to be connected by a Single Trunk Steiner
Tree. Also, it is requested to reduce the total length of nets
to accomplish the routing, and our goal is to reduce the total
vertical length as much as possible. Our proposed algorithm
determines the track assignment of nets iteratively according to
the net priority that is defined to reduce the vertical length. In
experiments, it is confirmed that the vertical length is reduced
by around 30% to 50% compared with the track assignment by
Left-Edge, and that it is very close to a lower bound.

key words: Generalized channel, Symmetric difference, length
menitmaization

1. Introduction

Routing is an important design step, and a better rout-
ing strategy is crucial to obtain a high-performance
chip [2]. Modern advanced chips which contain a huge
number of regularly placed electronic components such
as sensors and memory require sophisticated routing
strategies. For example, obstacles corresponding to
bonding pads used for communication between stacked
chips are defined in a routing layer of a complemen-
tary metal-oxide-semiconductor (CMOS) chip for flash
memory [3-5]. In such chips, routing layers that con-
tain a huge number of regularly placed obstacles are in-
cluded (See Fig. 1). Even though conventional routing
algorithms are successful when routing layers contain
few or no obstacles, they cannot efficiently utilize these
routing layers. A routing strategy that utilizes these
routing layers efficiently and that can provide an ear-
lier evaluation of chip design is required by such modern
advanced chips.

A routing layer where horizontal capacity is tight
is called a critical routing layer here, and the routing
layer is modeled as generalized channel as in [1,6]. In
the generalized channel, horizontal tracks that span the
area of the routing layer while avoiding obstacles and
preserving horizontal capacity are defined in advance.
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Fig.1: Routing layer with regularly placed obstacles
and horizontal tracks.

Pins of nets are located inside the channel, and vertical
wires are routed in other routing layers whose capac-
ity is not so tight. Specifically, due to tight horizontal
routing capacity, we assume that all pins of a net are
needed to be connected by a Single Trunk Steiner Tree
(STST).

In this paper, we propose the Symmetric Differ-
ence General (SDG) channel routing algorithm for the
Generalized Channel Routing Problem (GCRP). In or-
der to complete the routing in routing layers for verti-
cal wires as well as the routing for the critical routing
layer in GCRP, a small vertical congestion is required.
SDG connects nets by STST and achieves a small ver-
tical congestion efficiently. SDG is based on the greedy
routing framework, called Greedy Routing Framework
with Guarantee (GRFG). GRFG guarantees to com-
plete the routing when the required number of tracks
are given and no vertical constraint is enforced. In or-
der to achieve a small vertical congestion, SDG assigns
nets to tracks according to the net priority which is
defined based on the symmetric difference (SD) of pin
locations of a net in terms of a track location. Although
SDG can accomplish routing efficiently, it is a heuristic,
and does not guarantee optimality in terms of the total
vertical length. In order to get a local optimal solution,
simple post-processing is also introduced.

The rest of the paper is organized as follows: The
background and the definition of problem are described
in Section 2. The proposed SDG and post-processing
are given in Section 3. The experimental results of com-
paring SDG with others are shown in Section 4, and the
conclusion is presented in Section 5.
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2. Preliminaries
2.1 Problem Background

A routing layer whose horizontal capacity is tight due
to a large number of regularly placed components that
act as obstacles during the routing process exists in
some types of modern chips, and the routing layer is
modeled as a generalized channel with predefined hori-
zontal tracks spanning the whole area, ensuring obsta-
cle avoidance, and preserving the horizontal capacity
for routing. As a result, no obstacles exist in the gen-
eralized channel.

The definition of the generalized channel is similar
to the classical channel defined mainly for standard cell
design with a few metal layers. Routing problems of the
generalized channel and classical channel are called gen-
eralized channel routing problem (GCRP) and classical
channel routing problem (CCRP), respectively [6].

In CCRP where pins are restricted on channel
boundaries, several algorithms [7-18] have been devel-
oped. For example, routing algorithms for rectangle
channel using HV-rule in which each layer uses only ei-
ther horizontal or vertical segments have been discussed
in [7-12, 14], while a routing algorithm for L-shaped
channel using three-layer has been proposed in [13].
In [15-18], routing algorithms for bottleneck channel
in which horizontal segments share the same track in
adjacent layers to satisfy many connection requirements
in small region have been proposed. However, these al-
gorithms are not directly applicable to GCRP. GCRP
allows pins to exist at any location within the channel.
The objective of GCRP, in this paper, is to accom-
plish routing in the generalized channel and to achieve a
small vertical length as much as possible. Even though
various algorithms have been proposed for CCRP, no
relevant algorithms for GCRP have been developed un-
til recently due to the lack of needs for GCRP.

Steiner Minimum Tree (SMT) is often used to find
a desirable route for a multi-pin net, and Rectilinear
Steiner Minimum Tree (RSMT') [19-21] has been widely
used in VLSI routing. However, RSMT often consists
of several horizontal trunks. It is not well suit our as-
sumption that horizontal routing capacity at the crit-
ical routing layer is tight. Dogleg routing [8] divides
the horizontal trunk of a net into several segments
and assigns them to different tracks. When vertical
constraints exist on nets in CCRP, dogleg routing ef-
ficiently reduces the total number of tracks required.
However, dogleg increases the number of vertical seg-
ments which leads to the increase of the number of vias
to connect horizontal and vertical segments, and may
interfere to complete routing in GCRP.

In contrast, Single-Trunk Steiner Tree (STST') con-
tains only one trunk, minimizing the use of horizontal
routing resources and requiring the minimum number
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of vertical segments as well as the minimum number of
vias under the constraint. Therefore, we assume that
all pins of a net are to be connected by STST.

In this paper, we assume that GCRP contains no
vertical constraint. This assumption is reasonable in
the situation where generalized channels are defined.
Nets in the netlist in the inputs are typically subnets,
and pins of nets are defined virtually. They might be
defined on a module or on an adjacent layer, and pin
locations given as inputs are not absolute. Vertical seg-
ments required as the result of horizontal trunk assign-
ment are assumed to be realized in the other routing
layers. In case that conflicts among vertical segments
occur, they will be resolved by utilizing flexibility in
module design and location in followed detailed place-
ment and routing. Therefore, it is not strange even if
it is assumed that pin locations are a little flexibility
enough to eliminate the vertical constraints, but not
enough to relax the horizontal connection demands.

In GCRP, Left-Edge [7] can effectively find a bet-
ter track assignment of nets that uses the minimum
number of tracks by the leftmost principle if no verti-
cal constraints exist. However, Left-Edge is not good
enough to reduce vertical congestion. The algorithm
proposed in [14] substantially reduces the total (verti-
cal) length compared to Left-Edge. However, it works
well in CCRP when vertical constraints are imposed,
but is not directly applicable in GCRP. BCA rout-
ing which dedicates for 2-pin nets in GCRP was pro-
posed in [6], however, a routing algorithm for multi-
pin nets in GCRP is desired. In [22], routing algo-
rithms in GCRP with wire various width wires used
are discussed, whereas this paper focuses on routing
using unit-width wires. They find better combinations
of horizontal segments to utilize critical routing layer
well, but the minimization of the total vertical length
is out of concern.

2.2 Generalized Channel Routing Problem

The objective of the Generalized Channel Routing
Problem (GCRP) in this paper is to minimize the to-
tal vertical length while assigning all nets to the given
tracks, ensuring horizontal constraints are satisfied.
The problem seems to be NP-hard, but the time com-
plexity of this problem is not known as far as we know.

The problem GCRP is formulated as an assign-
ment task, where a set of nets Ny, = {n1,na,....,nn}
and a set of horizontal tracks T, = {t1,t2,...,tx} of a
channel are given as input.

A net is a set of pins to be connected by wire seg-
ments. A pin p location is represented by (z(p),y(p)).
The minimum and maximum z-coordinate of all its
pins of net n are denoted by Zmin(n) = min,e, z(p)
and Tmax(n) = maxpe, x(p), respectively. Similarly,
Ymin(n) and ymax(n) are defined. The a-distance and
the total y-distance of net n are defined as d*(n) =
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Tmax(1) = Tmin(n) and d¥(n) = ZpEn ly(p) = y(Pmia)|
where pmiq is a pin which has [|n|/2]-th largest y-
coordinate among pins of net n, respectively. Note that,
in STST, the z-distance of a net is the horizontal length
of the net, and that the total y-distance of a net gives
a lower bound of the total vertical length of the net.

The interval of a net n is defined as I(n) =
[Zmin(n), Tmax(n)]. For a set of nets N, the set of
z-coordinates of intervals of nets in N is denoted by
I(N) = {z | ¢ € I(n),n € N} and znx(N) =
maxpenen (p). If N is empty, then xma (V) is de-
fined as —oo.

A horizontal constraint between two nets n; and n;
is defined if I(n;) N I(n;) # 0. In case that each net is
connected by STST, the trunks of nets with horizontal
constraints cannot be assigned to the same track. Also,
a vertical constraint between two nets is usually defined
if there exist p; € ny and ps € ny such that z(p;) =
x(p2). A vertical constraint restricts the assignment of
horizontal segments to tracks to prevent the collision of
vertical wire segments of nets. However, according to
the assumption on GCRP in this paper, we regard no
vertical constraint exists, even when the z-coordinate
of pins p;1 € n; and ps € ng are the same, that is,
z(p1) = x(p2).

The length of net m when n is assigned to
track t, is formulated as w(n,t) = w*(n) + w¥(n,t),
where w*(n) = Tmax(n) — Tmin(n) and w¥(n,t) =
> pen |U(P) — y(t)|, where y(t) is the y-coordinate of
track ¢. Since the horizontal length w® is independent
of track assignment, the length is evaluated only on the
vertical length wY.

A track assignment a that assigns net n to a track
t is represented by a(n) = t. The total vertical length
of nets NN by track assignment a is represented by
wY(N,a) = >, cywY(n,a(n)). It is used to evaluate
the vertical congestion in this paper.

The objective of GCRP in this paper is the mini-
mization of the total vertical length while assigning all
nets N, to the given tracks Ti, to satisfy horizontal
constraints, as defined by

min = wY(Ni,a) = Z wY(n,a(n)),
NE Nin

st. a(n) € Tin,Vn € Nip,
I(n;) NI(nj) =0 if a(n;) = a(n;),Yn;,n; € Niy.

Let N (C Ny,) and T (C Ti,) be a set of unassigned
nets and a set of tracks to which no net is assigned so far
and to which N will be assigned, respectively. Density
at  of N is the number of nets in N whose interval
contains z and is denoted by d(z, N) = |{n € N |z €
I(n)}|, and the maximum density of N is defined as
D(N) = max, d(z, N). Capacity of T is the number of
tracks in 7" and is denoted by |T'|. Slack at x of N and T
is defined as the difference between capacity and density
at « and is represented by s(z,T,N) = |T| — d(z, N).

Algorithm 1 GRFG (left-to-right in each track)

Require: set of nets Niy, set of tracks Ti, = {t1,¢2,...,tk}
Ensure: track assignment a(n) for all n € Njy

1: 140, N < Ni,, T < Ti,

2: while N # () do

3 T« T\{ti},i+ i+l o+ —o0, U« N

4 while U # 0 do

5 n < Top_Priority (U, t;), U < U \ {n}

6: if 2 < zpin(n) and (z, Zmin(n)) N Z(T, N) = 0 then
7 a(n) < ti, < Tmax(n), N < N\ {n}, U<+ N
8.

9
10:

end if
end while
end while

Note that there is no feasible track assignment of N
to T if s(x, T, N) < 0 for some z.

A set of nets N(C Nj,) cannot be assigned to the
same track simultaneously if I(n;)NI(n;) # 0, 3n;, n; €
N. Tt is said that N meets horizontal constraint (HC)
if I(n;)NI(n;) =0,Yn;,n; € N. For any set of nets N
that meets HC, if I(N) N I(n) = 0, then N U {n}
meets HC. A feasible track assignment of N to T where
no vertical constraint is imposed on N exists if and only
if D(N) < |T| is satisfied. We call D(N) < |T| the
density constraint (DC) of N for T. It is said that N
meets DC for T if D(N) < |T|.

We assume that a set of given nets Ny, and a set
of tracks T}, meet DC, and that no vertical constraint
exists among nets in Nj,.

In order to accomplish the routing by determin-
ing track assignment track by track in greedy manner,
the critical zone of a channel has to be taken care. It
is defined in terms of slack which is the difference of
capacity and density.

Critical zone (CZ) of channel for N and T is the
set of z-coordinates of channel where there is no slack
and is denoted as Z(T,N) = {z | s(z,T,N) < 0}. A
set of nets N’(C N) is said to cover the critical zone
if Z(T,N) C I(N'). In any feasible track assignment
a of N to T, for any = € Z(T,N) and for any track
t € T, there exists net n € N that contains x at t, that
is, a(n) =t and x € I(n).

Let N'(C N) be a set of nets. In case that N meets
DC for T', N' meets HC, and Z(T,N) C I(N’), if nets
in N’ are assigned to track ¢(€ T), then N \ N’ meets
DC for T'\ {t}. A set of nets N'(C N) is said to be
CZ-cover for N and T if and only if N’ meets HC and
covers the critical zone of channel for NV and T

3. SDG Channel Routing Algorithm

Symmetric Difference General channel routing algo-
rithm (SDG) is proposed to minimize the total vertical
length in GCRP. SDG is a greedy heuristic, and does
not guarantee the optimality in terms of the total ver-
tical length. In order to get a local optimal solution,
simple post-processing is also introduced.
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Fig. 2: Track assignments by GRFG.

3.1 Greedy Routing Framework with Guarantee

In GCRP, the primal objective is to accomplish routing
under tight horizontal capacity condition. The Greedy
Routing Framework with Guarantee (GRFG) is de-
signed to complete routing in GCRP when Nj, meets
DC for T}, and no vertical constraint exists among nets
in Ni,. SDG follows GRFG, and is guaranteed to com-
plete routing.

In order to accomplish routing when Ny, meets DC
for Ti, and no vertical constraint exists among nets
in Ny, a set of nets assigned to a track in T, has to
be a CZ-cover. In GRFG, CZ-aware net selection is
introduced to find a CZ-cover for each track. In each
track, GRFG assigns trunks one-by-one from a start
position toward left and right directions so that CZ is
covered by higher priority nets as much as possible.
The pseudo code of GRFG is given in Algorithm 1. For
simplicity, in the pseudo code, a start point of each
track is set to the leftmost point of the track, that is,
trunks are assigned from left to right in each track. The
following discussion follows this pseudo code.

A set of nets N’ is said to be CZ-aware in track
assignment of N to T if [—00, Zmax(N')] N Z(T,N) C
I(N'). For any CZ-aware N’', CZ at the left of the
interval of a net in N’ is covered by I(N’), and it is
guaranteed that, for any « in CZ not covered by I(N'),
there is net n € N \ N’ such that N’ U {n} meets HC
and x € I(n). In case that CZ-aware N’ covers CZ, it
is also a CZ-cover.

In CZ-aware net selection for CZ-aware N,
net n (¢ N’) is selected to add to N’ only if
(Tmax(N'), Tmin(n)) N Z(T,N) = 0. That is, the
slack is positive for all xz-coordinates in open interval
(Zmax(N'), Tmin(n)). CZ-aware net selection ensures
that there is no uncovered CZ to the left of a net when-
ever the net is assigned, and that N'U{n} is CZ-aware.

In step 5 of Algorithm 1, Top_Priority gives the
top priority net for ¢; among unassigned nets. It is not
assigned to t; if uncovered CZ to the left remains. This
is checked by step 6. Note that, even if it is skipped
to be assigned to t; at this point, it may be assigned
to t; after some low priority nets are assigned to t; to
cover CZ.

IEICE TRANS. FUNDAMENTALS, VOL.E108-A, NO.3 MARCH 2025

(c) Priority SDP (no CZ-aware)(d) Priority SDP

(n27n41n67n5,n1,n3) (n27n47n67n57n177l3)

Left-Edge [7] in which priority LEP defined in terms
of the leftmost principle is used is a variation of GRFG
if nets are assigned track-by-track. Note that the se-
lection of highest priority net of LEP among unassigned
nets is always a CZ-aware net selection.

Fig. 2 shows an example of GRFG. In Fig. 2(a),
the set of nets and tracks which are given as the in-
put are shown. Also, CZ is shown by shadow region.
In Fig. 2(b), track assignment by GRFG according to
the priority LEP corresponding to Left-Edge principle is
shown. In Figs. 2(c) and (d), priority SDP for track ¢;
is used. The definition of priority SDP is defined in
section 3.3. In Fig. 2(c), track assignment without CZ-
aware is shown. First, according to SDP, no, n4 and ng
are assigned to t;. Then, according to SDP, ns is as-
signed to to. Due to GRFG that assigns trunks one-by-
one from left to right in each track, n; and n3 cannot be
assigned to ty because njy is already assigned to to, and
n1 and ng are to the left of ns, requiring one more track.
In track 1, uncovered CZ between n4 and ng remains.
To prevent a failure, it is necessary to avoid leaving
any CZ uncovered. In Fig. 2(d), track assignment by
GRFG is shown. Due to CZ-aware net selection, ns is
assigned to ¢; instead of ng, and completes routing. In
track ta, ng and n3 cannot be selected at the beginning,
and nq is selected first. Then, ng and ng follow.

The following theorem guarantees that Algo-
rithm 1 finds a track assignment that satisfies HC when
Nin meets DC for T;, and no vertical constraint is en-
forced.

Theorem. The number of tracks used by Algorithm 1
for Nin to Tin is at most |Tin| if D(Nin) < |Tin| and
there are no vertical constraints.

Proof. Assume contrary that there is a net (€ Ny,) not
assigned to any track (€ Ti,) by Algorithm 1. Let k =
|Tin|, and let N; be the set of nets assigned to track ¢;
(1 <4 < k) by Algorithm 1. Let n* € Ny, be a net
where Zpin(n*) (= 1) is the minimum among nets not
assigned to a track. That is, all trunks of nets are
assigned within £ tracks to the left of x;. There is a
track in Ti, where no trunk of a net is assigned at z1,
otherwise, it contradicts the assumption that D(N,) <
|Tin|. Let t; € Tin be the track with the largest index
among them.
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Let N = NjUNj+1U"‘UNk and T =
{tj,tj+1,...,tx}. Note that d(z1, N) > |T| since z;1 of
track ¢;, (j+1 < j' <k) is covered by the net assigned
by Algorithm 1 and net n* contributes to d(z1, N) in
addition. Therefore, s(z1,T,N) = |T| — d(z,N) < 0.
That is, z1 is in CZ of N for T, even though x; may
not be in CZ of Ny, for T}, .

Note that N; is CZ-aware due to CZ-aware net
selection by Algorithm 1, and there are no trunks of
nets in N; to the right of x; on track t; since z; is
in CZ. Let z9 = Tmax(NV;). Then, zo < x1. Also,
s(z,T,N) > 0 for xop < < x; since all trunks of nets
are assigned within k tracks to the left of xy;. How-
ever, this contradicts the behavior of Algorithm 1 since
net n* satisfies the condition to be assigned to ¢; as
(zo,z1) N Z(T,N) = 0, and n* can be assigned to t;
since there are no vertical constraints. O

3.2 Symmetric Difference (SD) of Pins of a Net

The vertical length of a net depends on the track to be
assigned. In case that all pins of net n are connected
by STST, it is w¥(n,t) = >, [y(p) — y(t)| where ¢
is the track to be assigned. The Symmetric Difference
(SD) of net n in terms of track t is defined as follows:
sD(n,t) = {p € n | y(p) <y} —{p € n | y(p) >
y(t)}|. That is, it is the number of pins of n below ¢
minus the number of pins of n above t. Note that the
smaller |SD(n, t)| is, the smaller the vertical length of n
when n is assigned to t is, and that the vertical length
of n is minimum if SD(n,¢) = 0. In order to achieve a
smaller vertical length, it is preferable to assign a net
to a track with smaller |SD(n,t)|.

In Fig. 3, two track assignments of n; and no to t;
and ty are given where w¥(nq,t1) = 5, w¥(ny,t2) =7,
wY(ng,t1) = 6, and w¥(ng,tz) = 10. Even though the
vertical lengths of n; and ny are smaller if these are
assigned to t;, both of them cannot be assigned to t;
simultaneously due to HC. The total vertical length is
smaller if ny is assigned to ¢; (Fig. 3(b)) rather than ny
is assigned to t; (Fig. 3(a)). The increase of length of
net n when it is assigned to an upper track ¢’ instead of
track ¢ is proportional to SD(n,t) if SD(n,t) = SD(n,t').
That is, in order to achieve a small total length, it
is typically preferable to assign nets with large SD to
lower tracks and nets with small SD to upper tracks.
This example suggests the strategy “assign nets with
large SD to lower tracks” to achieve a small total ver-
tical length.

In Fig. 4, two track assignments of ny and ns to t;
and to are given where w¥(nq,t1) = 5, w¥(ny,t2) =7,
wY(ng,t1) = 3, and w¥(ng,t2) = 7. The total vertical
length is smaller if no which has larger SD in terms of ¢
is assigned to ¢; (Fig. 4(b)) rather than n, is assigned to
t; (Fig. 4(a)), though SDs in terms of ¢; are the same.
This example suggests the strategy “assign net n with

5
,;, ........ ﬁ ....................... .@ ........ . ,; ........ @ ....................... ﬂ. ........ .
1 ty 1 ty
0 é;l ......... EZ' E"ﬁﬂ' ........ .E;l 0 M ......... i] Mé} ........ E]

(a) w¥ =15 (b) w¥ =13

Fig.3: 8D(ni,t1) = 1 < SD(n2,t1) = 2, SD(n1,t2) = 1,
SD(ng,tg) =2

;
k

t;

t t

S = N W
]
N

S = N W

(a) w¥ =12 (b) w¥ =10

Fig. 4: SD(nl,tl) = SD(ng,tl) =1, SD(’I’Ll,tQ) =1<
SD(ng,tQ) =3

&
&

t;
T— T
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1 t t
0] Rl ol Rl
(a) w¥ =11 (b) w¥ =13

Fig. 5: SD(Tll,tl) =-1< SD(Tlg,tl) =0, SD(nl,tQ) =
3> SD(’ng,tQ) =0

large SD-sequence (SD(n,t1),SD(n,t2),...,SD(n,tm))
in lexicographical order to lower track” when y(t;) <
y(t2) <+ <yltm).

In Fig. 5, two track assignments of n; and ny to t;
and to are given where w¥(nq1,t1) = 3, w¥(ny,t2) = 5,
and w¥(ng,t1) = wY(ns2,t2) = 8. The total vertical
length is smaller if n; which has smaller SD in terms
of t; is assigned to ¢; (Fig. 5(a)) rather than ny is as-
signed to t; (Fig. 5(b)). This example shows that the
strategies suggested so far do not always work well.

3.3 Priority by Symmetric Difference

Here, a priority of nets in N to track ¢; (1 < i < k)
where y(t;) < y(tit1) < --- < y(tx) is discussed.

The SD-sequence of net n for track ¢; is defined
according to SDs of n as

(SD(TL, ti)’ SD(TL, tiJrl)a ceey SD(TL, tk))

As we discussed, it is preferable to assign nets with large
SD-sequence for track t; in lexicographical order to t;
if y(t;) < y(tit1) < -+ < y(tx). Thus, the priority SDP
for track t¢; is defined as the descending lexicographical
order of SD-sequence of net for ¢;. Ties are broken
arbitrary, but the net index is used here.

For example, in Fig. 2, SD-sequence of nq,
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Algorithm 2 SDG Channel Routing Algorithm

Algorithm 3 Post-Processing for SDG

Require: set of nets Nj,, set of tracks Ti, = {t1,t2,...,tm}
where y(t1) < y(t2) < ... < y(tm)
Ensure: track assignment a(n) for all n € Niy
1: i< 0, N < Nj,, T < Tip
2: while N # 0 do

3: T+ T\{t;}, i+ i+1, x4 —oo, U+ N

4: while U # () do

5: n < Largest_SD(U, t;), U «+ U \ {n}

6: if (z,00)NZ(T,N) =0 and SD(n,t;) < 0 then

7 break

8: end if

9: if £ < zmin(n) and (x, Tpmin(n)) N Z(T, N) = 0 then
10: a(n) < ti, ¢ < Tmax(n), N+ N\ {n}, U+ N
11: end if

12: end while
13: end while

ng, mn3, N4, ns, and ng for t; are (—2,-2),
(2,2), (=3,-1), (0,2), (—2,2), and (0,0), respec-
tively, and for to are (—2), (2), (-1), (2), (2),
and (0), respectively. SDPs for ¢; and tp are
(na2,ng,ng, ns,n1,n3) and (ng, ng,ns, e, N3, N1), Tre-
spectively. In Fig. 4, SD-sequence of n; and
nyg for t; are (SD(n1,t1),8D(n1,t2)) = (1,1) and
(SD(n2,t1),8D(ng,t2)) = (1,3), respectively, and SDP
for t1 is (no2,n1).

In [6], BCA algorithm was introduced for two-pin
nets. It classifies two-pin nets in three categories Below,
Cross, and Above in terms of track to be assigned which
correspond to SD is 2, 0, and —2 of the net in terms of
the track, respectively. In that sense, the priority BCA
used in BCA algorithm is a special case of SDP.

3.4 SDG Channel Routing Algorithm

Symmetric Difference General channel routing algo-
rithm (SDG) is given in Algorithm 2. This algorithm
aims to complete routing when the given set of nets
meets DC and no vertical constraints are enforced, and
to minimize length by GRFG with the priority derived
by the symmetric difference of pins of a net.

In Algorithm 2, the given set of tracks Ti, =
{t1,t2, ..., tm} where y(t1) < y(t2) < ... < y(tm) is as-
sumed. In step 5, Largest_SD gives the top priority net
for t; among unassigned nets in terms of SD-sequence
of net for ¢;, that is, the top net in SDP for ¢;.

In GRFG, nets are assigned to tracks as early as
possible if HC is satisfied. Therefore, in case that nets
are assigned to from lower tracks to upper tracks as
in Algorithm 2, a net tends to be assigned to a lower
track. A smaller vertical length of a net is achieved
when it is assigned to track ¢ with smaller |SD(n,t)|.
The higher the track, the larger SD of a net. In case
that SD of a net for a track is negative, assigning it to an
upper track may shorten the vertical length of the net.
Therefore, in Algorithm 2, the top priority net may not
be assigned to a track even though it can be assigned

Require: track assignment a(n) for all n € Ny,
Ensure: track assignment a(n) for all n € Nj,
1: w < wY(Nip,a), flag < T

2: while flag == T do

3: flag < F

4: for all n € N do

5: for all t € {t € T}y, | |SD(n,t)| < |SD(n,a(n))|} do
6: if Iln)NI({n'|a(n’)=1t}) =0 then > try shift
7: a’ < shift(a,n,t)

8: if wY(Nin,a’) < w then

9: w + wY(Nip,a’), a < a’, flag + T

10: end if

11: else > try exchange
12: a’ + exchange(a,n,t)

13: if feasible(a’) and w¥(Nin, a’) < w then

14: w + wY(Nip,a’), a <+ a’, flag + T

15: end if

16: end if

17: end for

18: end for
19: end while

to the track without violating HC. The assignment of
nets to a track is terminated at step 6 if CZ of the track
is covered by nets assigned to the track so far and no
net whose SD is non-negative can be assigned to the
track without violating HC under GRFG.

3.5 Post-Processing for Length Reduction

SDG can complete routing efficiently, however, it is a
heuristic, and does not guarantee optimally in terms of
the total vertical length. Here, the post-processing out-
lined in Algorithm 3 that iteratively reduces the vertical
length in greedy manner is introduced.

For each net n whose current SD value is not zero,
the post-processing examines all tracks ¢t where the ab-
solute SD value of n is less than the current absolute
SD value of n in terms of the current track. Should no
intersections exist between the interval I(n) and the in-
tervals of nets assigned to track ¢, the post-processing
proceeds to shift the net to track t. This shift is
enacted if the new assignment a’ results in a decrease
in length, and upon success, the flag is reset to signal
the possibility of additional reduction.

When a shift is not viable due to intersecting
intervals, the algorithm explores the possibility of an
exchange swapping the position of net n with another
net n’ currently assigned to track t. This action is
executed only if it maintains all necessary constraints
(making it feasible) and leads to a reduced length.

This iterative process terminates if no modifica-
tion is made during a loop. The resulting set of track
assignments is a local optimal solution.

For the example shown in Fig. 5, post-processing
outputs the better solution shown in Fig. 5(a), when
SDG outputs the solution shown in Fig. 5(b).
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(a) Left-Edge (w¥ = 1937.1)

(b) SDG (w¥ = 1377.4)
Fig. 6: Results on gm-5 (#net=1000, D(N;,) = 893).

4. Experimental Results

We demonstrated experiments of comparing SDG with
others which were developed in Java 21.0.2 and exe-
cuted on an Apple M1 Pro CPU. The largest bench-
mark assessments were completed within a maximum
time of under 5 minutes.

In this paper, all benchmarks are generated ran-
domly. Pin locations for each net are uniformly dis-
tributed, with z(p),y(p) ~ U(0,1) for all p € n. Simi-
larly, the y-coordinates for the D(Nj,) tracks are ran-
domly generated using the same uniform distribution.
The number of pins per net in the multi-pin bench-
marks ranges from 2 to 10 and is selected randomly.

We generated two distinct sets of random bench-
marks for GCRP evaluation: two-pin benchmarks, de-
noted by the ”gt-” prefix, and multi-pin benchmarks,
denoted by the ”gm-" prefix.

The results on two-pin benchmarks are given in
Tables 1 and 2, and on multi-pin benchmarks are given
in Tables 3, and 4. In these tables, “LE”, “BCA”,
“SDG w/o step6”, “SDG”, and “PP” refer to Left-
Edge [7], BCA [6], SDG without step 6, SDG, and
post-processing, respectively. For multi-pin nets, BCA
is enhanced by categorizing nets into Below, Cross, and
Above when the SD is positive, zero, and negative, re-
spectively. “Distance” represents the total x-distance
>, d*(n) and the total y-distance of nets ) d¥(n).
“y-length” gives the total y-length of nets, and the to-
tal y-distance is used as a reference for it. “Time” rep-
resents the computation time, with the computation
time by SDG with post-processing used as the refer-
ence. Note that the implementation of post-processing
used in [6] is slightly different from Algorithm 3.

By experiments, it is confirmed that the total y-
length of the solution obtained by using SDG is better
than others in most cases. Better solutions are ob-
tained in short time by SDG, and which are slightly
improved by post-processing. The validity of the prior-
ity SDP which is used in SDG as well as the impact of
postponement in step 6 in SDG are confirmed. The ra-
tio of post-processing in computation time is dominant
when the size of input is large. The density of multi-pin
benchmarks is large compared to two-pin benchmarks,

and is around 90% of the number of nets. The assign-
ments of multi-pin benchmarks are restricted since it
is hard to share a track by plural nets, and there may
not exist assignments with vertical length closed to the
total y-distance. The results of gm-5 are depicted in
Fig. 6.

5. Conclusion

This work introduced Symmetric Difference General
channel routing algorithm (SDG), tailored for critical
routing layers. SDG is applied to generalized channels
which model critical routing layer, and derives routing
solutions which consist of the connection of a net in
single-trunk Steiner tree structure. SDG outperforms
conventional algorithms in terms of the total length in
general. In experiments, the vertical length by SDG is
about 50% smaller than Left-Edge, about 13% smaller
than BCA in 2-pin benchmarks, and about 30% smaller
than Left-Edge, about 20% smaller than BCA in multi-
pin benchmarks.

GCRP formulation adopted in this paper assumes
that the wire width is unique and that there are no
layout constraints except HC. However this formulation
is too simple to accomplish the routing in actual critical
layers where various layout constraints such as local
vertical congestion, wire width and shield specification
are enforced. In order to accomplish the routing in
actual critical routing layers, enhancements of SDG to
take the various design constraints are required. SDG
will be utilized as a basic tool for advanced chip designs,
especially for critical routing layers.
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