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SUMMARY  This paper describes an architectural design and related
services of a new Japanese academic backbone network, called SINETS,
which will be launched in April 2016. The network will cover all 47 pre-
fectures with 100-Gigabit Ethernet technology and connect each pair of
prefectures with a minimized latency. This will enable users to leverage
evolving cloud-computing powers as well as draw on a high-performance
platform for data-intensive applications. The transmission layer will form
a fully meshed, SDN-friendly, and reliable network. The services will
evolve to be more dynamic and cloud-oriented in response to user de-
mands. Cyber-security measures for the backbone network and tools for
performance acceleration and visualization are also discussed.

key words: 100-Gigabit Ethernet, MPLS-TP, SDN, multi-layer network,
security, cloud service, performance accelerator, network monitoring

1. Introduction

National research and education networks (NRENSs)[1]—
[10] have expanded their backbone speeds and network
service capabilities in parallel with the evolution of com-
puter systems and experimental devices in many research
fields. Starting with sharing super-computers, high-speed
connectivity has brought about great changes in the style
of research, especially in big-science fields. For example,
the networks made it possible to distribute and share huge
amounts of data generated from CERN’s Large Hadron Col-
lider (LHC) [11] among research centers around the world
for analysis; enabled astrometry and geodesy to use very
long baseline interferometry (VLBI) technology [12], [13]
by freely selecting radio telescopes around the world; and
urged visual researchers to produce non-compressed bidi-
rectional ultra HDTV devices for highly realistic communi-
cation [14]. New projects, such as Belle I1[15], ITER [16],
VLBI2010[17], will also need worldwide high-speed net-
works. Many NRENs therefore have begun to deploy
100-Gigabit Ethernet (1I00GE) technology since 2011, and
a trans-Atlantic line was upgraded to 100 Gbps in June
2013 [18].

The NRENSs also offer a range of network services
from layer 1 to layer 3. In addition to ultra-high-speed
IP services, virtual private network (VPN) services of lay-
ers 2 and 3 are offered for both domestic and international
projects [19]. On-demand networking and software-defined-
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networking (SDN) technologies [20] are expected to en-
hance network service capabilities, so the NRENs and net-
work testbeds are actively investigating them [21]-[23]. Se-
curity measures for the backbone networks have also been
discussed and tested [24].

The NRENS are also involved in the development and
acquisition of cloud services to meet the needs of academia.
New programs for cloud services between industry and
academia, such as Interenet2 NET+ [25], SURFconext [26],
and JANET cloud service [27], have been expanding their
service menu and the number of users. The programs not
only define the frameworks for business models, authentica-
tion, security agreements, and service levels but also lever-
age the buying power of the academic community to reduce
the costs.

Performance issues are of great concern for interna-
tional research projects as well as domestic projects. High-
performance protocols, such as GridFTP [28], and perfor-
mance monitoring tools, such as PerfSONAR [29], have
been discussed and developed in the NRENs in cooperation
with their users in order to address end-to-end performance
problems and offer secure network platforms. Bandwidth
challenges using international lines [30] are also popular in
the NRENs. Expanding 100-Gbps network areas, however,
have brought about new challenges to enhance the perfor-
mance.

The Science Information NETwork (SINET) [31], [32]
operated by the National Institute of Informatics (NII) has
offered a high-performance multi-layer network platform
for Japanese academic communities, supported interna-
tional projects with its international lines, and promoted
secure private cloud services in collaboration with cloud
service providers[33]. On-demand layer-1&2 services
have dynamically offered end-to-end bandwidth for many
projects and created international on-demand VPNs[21].
However, current 40-Gbps (STM-256) lines have become
insufficient to handle the increasing traffic with high perfor-
mance. SINET has also been asked to do more: offer at-
tractive SDN services, promote a wider range of cloud ser-
vices, address security issues, enhance and monitor end-to-
end performance, and so on.

This paper describes an architectural design of a new
SINET, called SINETS, which will be launched in April
2016. Please note that this design might be slightly changed
due to budgetary conditions and as a result of a series of
procurements. The remainder of this paper is organized
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as follows. Section 2 briefly overviews the current ver-
sion of SINET (SINET4) and clarifies the requirements for
SINETS. Section 3 gives a new network design, which cov-
ers all 47 prefectures with 100-Gbps or more bandwidth
and gives a minimized latency and high-reliability between
each pair of prefectures. Section 4 describes on-demand
and SDN service capabilities. Section 5 touches on secu-
rity issues on the backbone network. Section 6 describes
approaches to promote cloud services tailored to meet aca-
demic requirements. Section 7 introduces performance en-
hancement and monitoring tools. Finally, Sect.8 presents
the conclusion.

2. Requirements for Transformation

As of March 2014, the current SINET4 serves as a back-
bone network for more than 800 organizations: 86 national,
71 public, and 333 private universities; 60 junior colleges;
55 colleges of technology; 16 inter-university research in-
stitutions; and 184 other research institutions. The reach of
SINET4 was gradually expanded from 34 to all 47 Japanese
prefectures during 2011 and 2012. The network is com-
prised of 42 edge and eight core nodes, by which the users
can access SINET4 with the bandwidth of 2.4 Gbps to 40
Gbps (Fig. 1). Each edge node is connected to the nearest
core node, and the core nodes are interconnected with re-
dundant routes. Every pair of the nodes is connected by a
duplicated leased line, and every node is placed in a data
center that is quake-resistant even to earthquakes of seis-
mic intensity 7.0 and has a power supply capacity for at
least 10 hours in case of blackouts. Thanks to this design,
SINET4 survived the Great East Japan Earthquake in 2011
and continued to offer a range of multi-layer services [32].
However, this leased line approach did not allow SINET4
to inexpensively upgrade the line speed in order to deliver
ever-increasing traffic but did increase the latency due to
carrier-class hitless-switching capability. A network design
using dark fibers and user-owned transmission devices for
flexible line speed upgrade and smaller latency is there-
fore strongly desired for SINETS. Given the expecting traf-
fic generated from existing and emerging applications and
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Fig.1  Network topology of SINET4.
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cloud services, each line speed of SINETS needs to be 100
Gbps or more, and higher-speed interfaces, such as 400-
Gigabit and 1-Terabit Ethernet interfaces, should be flexibly
introduced when needed. Access line speeds of many user
organizations to SINETS nodes also need to be upgraded to
40 Gbps or 100 Gbps inexpensively. This will need a joint
procurement in collaboration with these user organizations.

For joint research between different organizations,
high-performance VPN services, such as layer-3 VPN
(L3VPN) [34], layer-2 (L2VPN)[35], and virtual private
LAN service (VPLS) [36], have become popular, and the
number of VPN sites continues to rise and now exceeds
600. The layer-2-based VPN services are also used for se-
cure private cloud services as well as campus LANs and
need to be more dynamically established along with evolv-
ing on-demand cloud services. In addition, we are consid-
ering combining virtual extensible LANs (VXLANS) [37]
with VLANS in order to support multi-provider cloud ser-
vices.

For the Internet services, growing concerns about
cyber-attacks, such as unauthorized access and DDoS at-
tacks, have seriously affected research and educational ac-
tivities. SINET4 is not a primary defense zone but has
been asked to consider measures against these security is-
sues with reference to Defense in Depth strategy [38].

While cloud services over SINET4 expanded
academia’s interest, their specifications have become quite
complex as the number of service providers has increased.
That makes it difficult for users to select appropriate cloud
services depending on their purpose and policy. For ex-
ample, while performance issues, such as computer in-
put/output and network speeds, and security issues, such as
share and encryption policies, are of great interest for cloud
storage services, locations of data centers and laws applica-
ble to their cloud data center operation must be considered
for confidential data storage. A new framework similar to
those of other NERNs [25]-[27] is therefore necessary for
Japanese academia to comfortably use cloud services over
SINETS.

SINET users always need high-performance data trans-
fer protocols, because Japan is far from the world’s central
experimental sites and increasing network bandwidth does
not directly result in a great improvement in end-to-end per-
formance in such an environment. A new approach for per-
formance acceleration has been desired that is scalable up
to a data rate of 100 Gbps or more. In addition, SINET
operators need to solve performance problems in cooper-
ation with the users if they suffer from unexplained prob-
lems. Performance monitoring tools are therefore essential
to see the problems and enable information about them to be
shared between the users and SINET operators.

3. Network Design of SINET5

This section describes the network design of SINETS to
meet the requirements described above.
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3.1 High-Level Network Architecture

The entire network architecture pictured between users and
shared research and cloud resources is comprised of four
layers: optical fiber, transmission, network service, and co-
operation layers (Fig.2). Access lines between user or-
ganizations and SINET5 are owned by users, but optical
fibers for many access lines will be jointly procured un-
der NII’s initiative. The backbone network will flexibly ex-
pand its line capacity by using optical fibers and transmis-
sion devices; create small-latency connection patterns be-
tween SINET nodes by wavelength division multiplexing
(WDM) and multi-protocol label switching - transport pro-
file (MPLS-TP) paths; offer multi-layer network services by
using SINET nodes and transmission devices; enable coop-
eration between users and SINETS5 through an SDN con-
troller and a monitoring tool; and cooperate with cloud and
research facilities via application programming interfaces
(APIs). SINETS will also enhance users’ data transfer per-
formance by offering them a performance acceleration pro-
tocol that is installed in both user and shared facilities.

3.2 Optical Fiber and Transmission Layers

SINETS will place SINETS5 nodes, which receive access
lines of user organizations and offer a range of layer-2&3
services, in 50 data centers and will connect them with dark
fibers from Hokkaido to Kyushu (Fig.3). Here SINETS
needs to use leased lines for the Okinawa line as well as
international lines to USA, Europe, and East Asia. While
SINET4 uses dark fibers for access lines, SINETS will intro-
duce inter-prefectural dark fibers between neighboring data
centers nationwide. The dark fibers will connect data cen-
ters so as to form redundant routes between them, which
will strengthen the entire network’s reliability. Each SINET
node will be connected by at least two dark fibers, and the
Okinawa node will be connected by two leased lines, al-
though they are not clearly shown in Fig. 3.
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A transmission device at each data center will be
composed of a reconfigurable optical add/drop multiplexer
(ROADM) and an MPLS-TP device (Fig.4). The ROADMs
will connect adjacent data centers with “adjacent” wave-
length paths and distant data centers with ‘“‘cut-through”
wavelength paths. The bandwidth of each wavelength path
will be 100 Gbps in the beginning of the operation, which
will lead to a nationwide 100-Gbps backbone network cov-
ering all the prefectures. More bandwidth will be made
available when needed by using new interfaces such as 400-
Gigabit Ethernet interfaces. The MPLS-TP devices will es-
tablish two MPLS-TP paths between each pair of data cen-
ters. One will be a primary path, which will be established
in principle on the smallest-latency route between them, and
the other will be the secondary path, which will be set up on
the disjoint route to the primary path. Each node will access
every peer with the minimized latency and use the backup
route in the case of a minimized-latency route failure. The
users will therefore be able to usually obtain a maximum
performance environment over SINETS.

SINETS5 will consequently connect all the nodes in
a fully meshed topology with minimized latency, while
SINET4 connects nodes in a star-like topology (Fig.5).
This topology will also be SDN-friendly, because only edge
nodes need to be configured for SDN services. Note that
SINETS5 enhances the network reliability by using sec-
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ondary MPLS-TP paths that do not consume transmission
resources, while SINET4 needs dedicated resources for sec-
ondary circuits of leased lines. Here, not all the secondary
MPLS-TP paths are shown in the figure.

We evaluated how much the latency between SINET
nodes will be reduced by the minimized-latency routes com-
pared with those of SINET4 (Fig.6). The total 1225 node
pairs were evaluated in terms of the route distance. SINETS
will reduce the route distances between the nodes by an av-
erage of 333 km, which we believe will greatly enhance the
end-to-end performance.

3.3 Network Service Functions

Each data center will have an IP router as the SINETS node,
which receives the access lines and offers a range of layer-
2&3 services. Layer-1 services will also be able to be of-
fered as wavelength services by transmission devices, al-
though the users will have to pay for them. Each IP router
will be connected to an MPLS-TP device with two or four
100GE interfaces for high availability.

An IP router at each data center will initially have five
logical routers corresponding to five network services: the
Internet (IPv4/IPv6), L3VPN, L2VPN and VPLS, layer-2
on-demand (L20D), and SDN services (Fig.7). Two log-
ical routers for the same service between each pair of IP
routers will be connected by two VLANS in order to use
two interfaces of each IP router for load balancing. Note
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that only two VLANSs are used for the two logical routers,
and four interfaces of an IP router are used on a round-
robin basis depending on the destinations. The two VLANs
are set up through the same corresponding MPLS-TP path.
Ten VLANSs will therefore be necessary for each pair of IP
routers and will be set up through the same correspond-
ing MPLS-TP path. Here the total number of VLAN-IDs
will be reduced by using VLAN-ID conversion capability
of MPLS-TP devices. When a VLAN-ID is expressed as
L;L,L Ly, LiLy (= 1) is used for the IP router number, L,
(> 1) is for the logical router number, and L3 (> 0) is for
load balancing. As SINETS will have gateway routers at
Tokyo and Osaka, the total number of VLAN-IDs will be
520 (=52 (L1Ly) x5 (L) X 2 (L3)). Note that these VLAN-
IDs are assigned only in the backbone and do not affect the
number of VLANSs used in SINET layer-2 services. We call
these VLANs backbone VLANSs hereinafter.

For further clarification of the end-to-end networking,
the transitions of packet headers in four services are de-
scribed as follows with reference to Fig. 7. That of the SDN
service will be clarified in the near future.

Internet service: An IP packet received at IP router Ry
is attached with the MAC address of the opposite IP router
Rg and a backbone VLAN-ID whose L;L, = the number of
Rg and L, = 1, and loaded on one of the interfaces depend-
ing on whether L3 = 0 or 1. The packet is received at the
MPLS-TP device TP,, attached with the MAC address of
the opposite MPLS-TP device TPg and MPLS-TP labels as-
signed for the MPLS-TP path between the TP, and the TPg,
forwarded to the TPy in accordance with the MPLS-TP la-
bels, detached from MPLS-TP-related headers at the TPg,
and passed to the Rg with a converted VLAN-ID whose
L;Ly = the number of R5. The packet is detached from
the VLAN-ID at the Rg and forwarded to the destination.

L3VPN service: An IP packet received at the Ry is en-
capsulated with MPLS labels [34], attached with the MAC
address of Ry and a backbone VLAN-ID whose L;L = the
number of Rg and L, = 2, and loaded on one of the in-
terfaces depending on whether L3 = 0 or 1. The packet is
received at the TP, attached with the MAC address of TPy
and MPLS-TP labels that are the same as those of the Inter-
net service, forwarded to the TPy in accordance with the la-
bels, detached from MPLS-TP-related headers, and passed
to the Rg with the converted VLAN-ID. The packet is de-
tached from the VLAN-ID and the MPLS labels at the Rg
and forwarded to the destination.

L2VPN and VPLS services: An Ethernet frame re-
ceived at the Ry is encapsulated with MPLS labels [35],
[36], attached with the MAC address of Rg and a backbone
VLAN-ID whose L;Ly = the number of Rg and L, = 3,
and loaded on one of the interfaces depending on whether
L; = 0 or 1. The difference between L2VPN and VPLS
services is that the latter identifies the MAC addresses of
original Ethernet frames while the former does not. The fol-
lowing treatments at MPLS-TP devices and IP routers are
similar to those of the L3VPN services.

L20D service: The current networking process of this
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service is basically the same as that of the VPLS service.
The difference is that the configurations for L20D service
are dynamically set up by the SDN controller in response to
user requests.

3.4 Reliability and QoS Control Functions

Lessons from the experiences of the Great East Japan Earth-
quake in March 2011 have prompted higher reliability to-
ward SINETS. The optical fiber layer will have redundant
routes for all the data centers, the transmission layer will
form disjointed MPLS-TP paths between every pair of data
centers, and each IP router will be connected to an MPLS-
TP device with two or more interfaces at the same location.
If one of the interfaces of an IP router or an MPLS-TP de-
vice is down, the IP router transfers all of the packets to the
remaining interfaces. If the primary MPLS-TP path is down
between a pair of IP routers, MPLS-TP devices switch from
the primary MPLS-TP path to the secondary MPLS-TP path
within 50 msec and receive all ten VLANSs for five logical
routers in the secondary MPLS-TP path without IP routers’
awareness. If both the primary and secondary MPLS-TP
paths between the pair are down, the IP routers detect the
down by the bidirectional forwarding detection (BFD) pro-
tocol, find the other routes by using OSPF for the Internet
service, and establish the other MPLS paths by using the
fast reroute (FRR) [39] for VPN services.

As for quality of service (QoS) capabilities, IP
routers and MPLS-TP devices will both have four queues
and perform QoS control in accordance with the simi-
lar packet queueing and discarding algorithms to those of
SINET4 [32].

We tested some combinations of real IP routers and
MPLS-TP devices and confirmed that there were no prob-
lems in terms of general interoperability, failure recovery,
or QoS control functions.

4. On-Demand and SDN Services

This section describes on-demand services that will be
passed to SINETS and new services that will be offered as
SDN services.

4.1 Extended On-Demand Services

SINET4 has offered layer-1 and layer-2 on-demand services
similar to SDN services [32]. The layer-1 on-demand ser-
vice receives user requests regarding destinations, durations,
and path bandwidths via the portal system; calculates the
best routes on a minimal-latency or maximum-bandwidth
basis; manages the entire bandwidth assignment; and es-
tablishes the end-to-end paths. The availability of an end-
to-end path varies depending on the utilization of layer-2/3
services on candidate routes, and the bandwidth is some-
times gathered from two different routes. More than 1,000
layer-1 paths each whose duration was less than a week were
set up and released so far. However, this layer-1 path setup
needs more than two hours for the path bandwidth of 8.4
Gbps, which was increased from 2.4 Gbps in 2011 for VLBI
projects, and has become inconvenient recently.

We therefore decided to offer only the L20OD service
in SINETS, which has similar functions for bandwidth as-
signment on layer-2 paths, and expand the maximum avail-
able bandwidth for this service to several tens of Gbps. Al-
though the layer-2 on-demand service cannot offer a com-
plete communication environment, i.e. no packet loss or jit-
ter, which the layer-1 service offers, it will offer virtually
no packet loss by high-priority transfer control and very
small jitters by utilizing end-to-end 100-Gbps routes avail-
able nationwide. Only two IP routers need to be dynami-
cally configured for this purpose thanks to the fully meshed
topology of SINETS, and this will lead to paths being easily
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and promptly established between any locations. The bursty
traffic is moderately spaced within the specified bandwidth
in the ingress IP router so as to reduce the jitter over the
transit MPLS-TP devices. The on-demand service functions
will be ported into SINET5’s SDN controller, although this
service uses the NETCONF interface [40] between the con-
troller and SINET nodes.

4.2 New Services for Campus LANs in Cloud Era

Evolving cloud services have been accelerating the relo-
cation of research and education resources from on-the-
premise to remote cloud data centers over SINET. While
the nationwide 100-Gbps backbone network will acceler-
ate this trend more by riding regional disparities for the ser-
vices, manually configuring the increasing number of VPNs
will delay service delivery as well as increase the workload
of SINET operators. We therefore plan to launch a virtual
campus LAN service that allows campus LAN operators to
freely expand their LAN areas over SINETS in order to eas-
ily and flexibly utilize the cloud services (Fig. 8).

For this purpose, virtual switch instances, which work
as virtually dedicated Ethernet switches for campus LANS,
will be configured in the SINETS nodes. These instances
are separated from other service instances and do not limit
the number of VLANs between the campuses and cloud
data centers over SINETS, although each SINET node might
have a scale limit. The virtual switch instances will also
support VXLAN tunnel end point (VTEP)[37] functions
for VXLANSs and combine VXLANs with VLANS, which
will enable the users to use a greater variety of cloud ser-
vices between different data centers. The campus LAN op-
erators require configuration changes via the SINET portal,
and the SDN controller, which converts the requirements
into the real configurations, controls the virtual switch in-
stances though an SDN interface. We also plan to offer APIs
of the SDN controller through which orchestrators of cloud
services and other systems can control the dedicated virtual
switch instances.
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Fig.8 New service using virtual switch instances in SINETS.
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5. Security Measures

SINETS plans to build a first-defense zone in the Internet
services in cooperation with user organizations. The first-
step measures should be DDoS detection and mitigation,
detection of other possible threats, and prompt informing
of them.

5.1 DDoS Attack Measures

SINET4 currently detects DDoS attacks or anomaly traffic
behaviors by collecting and analyzing network flows, called
NetFlows [41], from SINET routers. If we detect DDoS
attacks, we mitigate them by black hole routing [42] with
the approval of user organizations (Fig.9). SINETS must
use more scalable collecting and analyzing tools because
the data sampling points will be expanded due to the fully
meshed topology and the sampling rate might be increased
when possible for deeper analysis. In addition, we are also
considering a measure that more effectively mitigates target
anomaly traffic at all the SINET routers by propagating the
attack source information and filtering parameters by BGP
Flowspec [43], functions of which GEANT has been verify-
ing toward introduction [24].

5.2 Detection of Other Threats

Because major cyber-attacks come from the commercial In-
ternet, the traffic flows of the border interfaces should be
carefully observed. SINET4 is currently connected to the
commercial Internet via major exchange points, JPIX and
JPNAP, and tier-1 ISPs in Tokyo and Osaka, and the current
total interface capacity is 61 Gbps. We monitored one of the
interfaces as a trial by using a commercial intrusion detec-
tion device in July and August 2014, when we detected a
maximum of over 4,000 pieces of zero-day malware per day
at the interface. As the total interface capacity of SINETS
will be expanded by partly using 100GE interfaces, we must
apply more scalable monitoring devices to identify security
threats from huge amounts of traffic over the interfaces. The
mirrored traffic from the interfaces might be sliced so as to
be analyzable in multiple security devices on a real-time ba-
sis.

DDoS Attack Mitigation

7. Anomaly Traffic Detection

Victim

| sy : DDOS Attack Traffic Flows |

- H . N |
DDoS Attack { ———>:Flowspec Rule Propagation |

Fig.9  Anomaly traffic detection and DDoS attack mitigation.
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5.3 Informing and Sharing of Threats

Some NRENSs have their frameworks for information shar-
ing about cyber-security problems among trusted partners,
called academic computer security incident response teams
(CSIRTs). For example, REN-ISAC [44] plays an impor-
tant role for Internet2 participants, as does NSHARP [45]
for GEANT’s partners. A similar cooperation framework
between SINETS and its user organizations is necessary
for prompt and exact informing and sharing of the security
threat information.

6. Promoting Cloud-Based Services

This section describes a new framework to promote cloud
services and an inter-cloud service concept for scalable and
reliable cloud services.

6.1 Cloud Gateway

With increasing cloud services, we are formulating a check-
list to select appropriate cloud services depending on
users’ purpose and policy with reference to existing docu-
ments [25], [46]. We also plan to release the evaluation re-
sults and classification on a wide range of available cloud
services in accordance with the check list. This release will
help the users to easily develop cloud service specifications
and enable joint procurements for the same cloud services,
which will lead to dramatic cost reduction in academia as
a whole. In addition, we plan to develop a cloud portal
system, called Cloud Gateway (Fig. 10), through which the
users can use the cloud services with which their organiza-
tions have contracted. This portal system will show cloud
services in a menu-driven style and enable the users to use
the services on a single sign-on basis through the academic
access management federation, called GakuNin [47].

6.2 Inter-Cloud Environment Service

Inter-cloud technology, which enables distributed cloud re-

Cloud Portal System (Cloud Gateway)
T —1
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University

I
[aa&
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Fig.10  Cloud service promotion using Cloud Gateway.
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sources to be used as a virtually combined resource over net-
works, has been developed in order to enhance the availabil-
ity and to ensure the computing performance [48]. As re-
searchers involved in joint research often share computer re-
sources and data between different organizations, this inter-
cloud approach looks promising. However, it is not easy
for the researchers to realize the inter-cloud environment,
because they need to have high levels of operation skills
in both computer and network technologies. We therefore
plan to develop a new service through which users can cre-
ate inter-cloud environments over SINETS on demand. The
inter-cloud environment, which comprises individual dis-
tributed cloud resources including related software and a
virtual network to connect their resources, will be created on
demand when a user selects the elements through the portal
system (Fig. 10). The virtual network, based on VLANSs or
VXLANS, will be established through the APIs described in
Sect. 4.2, and the software platform will be easily built by
using container technology [49].

7. Enhancing End-to-End Performance

This section describes our original tools to enhance end-to-
end performance in a long distance environment and to vi-
sualize the performance on a real-time basis.

7.1 Advanced File Transfer Protocol

As the transmission control protocol (TCP) suffers from
performance degradation in a long distance environment,
there are three types of approaches to address the issue: us-
ing substitute protocols [50], [51], improving the TCP proto-
col [52]-[54], and handling multiple TCP connections [55],
[56]. The last type enhances the performance by increasing
the number of connections and is primarily used in interna-
tional projects. The existing approaches, however, gradu-
ally degrade the performance after attaining the highest per-
formance with an increasing number of TCP connections.
This is because increased TCP connections begin to inter-
fere with each other and cause the congestion. The number
of TCP connections for the highest performance depends
on the bandwidth and the distance between two locations.
As joint research projects usually permit the same number
of TCP connections for each partner on a fair basis, not all
the partners obtain sufficient performance under the circum-
stance.

We therefore started developing a new high-
performance protocol based on TCP, called massively multi-
channel file transfer protocol (MMCFTP), which specifies
the speed instead of the number of TCP connections and en-
hances the performance irrespective of the distance between
two locations [57]. This protocol dynamically changes the
number of TCP connections depending on the observed la-
tency and packet loss and keeps trying to obtain the speci-
fied speed. We verified that this protocol works very well
even in an international environment, such as between an
Amazon Web Services (AWS) data center in Dublin and
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NII in Tokyo, whose RTT is about 285 msec (Fig.11). A
43-GB file was transferred between them by specifying the
speed of 1.992 Gbps, because we found the access speed
to the AWS data center was actually limited to 2 Gbps.
We confirmed the file was transferred in about 3 minutes
via SINET4 and the commercial Internet, and the average
goodput (i.e. the average application-level throughput ex-
cluding protocol overhead) was 1.904 Gbps. As requested,
we started the trial distribution of this protocol software to
users with the limited maximum speed of 5 Gbps.

We are now improving this protocol to be adaptable to
100-Gbps networks. As this protocol has another advantage
(it can work very well even under link aggregation thanks
to using many TCP connections), we first tested its perfor-
mance through multiple 40-Gigabit Ethernet (40GE) inter-
faces (Fig. 12). A large-delay pseudo network was built by
a layer-2 switch and a Linux router. Sending and receiving
servers were connected to the switch with five 40GE inter-
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faces by taking into account the performance limit of net-
work interface cards. The Linux router was connected to the
switch with two three-40GE-interfaces and gave 500-msec
delay by using network emulation. When we specified the
transfer speed of 98 Gbps, the gained goodput and through-
put were 93.7 Gbps and 97.6 Gbps, respectively. As this
result was obtained in a memory-to-memory transfer envi-
ronment, the performance for a large file should be evaluated
along with high-speed disk devices.

7.2 Performance Monitoring

SINET operators need to solve performance problems in co-
operation with users if they suffer from unexplained prob-
lems. Performance monitoring tools are therefore essential
to see the problems and share information about them be-
tween the users and SINET operators. We learned though
experience that the operators can deeply understand the
problems and take effective actions to resolve them by see-
ing the same information about performance issues as the
users. We therefore started developing a performance visu-
alization tool for real-time monitoring as well as time-series
monitoring.

A developed prototype system collects NetFlow data
from SINET routers, aggregates and calculates on a real-
time or a batch basis, and visualizes the results in response to
user requests (Fig. 13). The first version focuses on the real-
time aggregation and visualization, which the users want the
most, and uses a series of open-source software. Real-time
aggregation of NetFlow data is realized by Spark Stream-
ing [58] combined with Flume [59] and HBase [60]. Each
process set of Spark Streaming (which is composed of data
extraction, NetFlow parser, window aggregation, and HBase
write processes) is executed as a short batch at one-second
intervals. Our visualization software receives the stored data
in HBase through the API and enables both SINET opera-
tors and users to monitor the network performance in real
time. It has zooming interfaces to see more detailed flow
behaviors, enables visual programming for their customized
viewing, and offers shared comment spaces for better mutual
communication. HPCI project [61], which has a K computer
and frequently transfers huge storage data between related
locations, has started using this monitoring tool (Fig. 14).
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We plan to enhance visualization capabilities more in terms
of performance, security, and disaster recovery toward the
100-Gbps backbone network monitoring.

8. Conclusion

This paper described the entire network architecture and re-
lated services of SINETS. The nationwide ultra-high-speed,
small-latency, reliable, SDN-friendly, and secure backbone
network will greatly enhance the research and educational
environment and flexibly grow in response to user demands.
The advanced services will dynamically create and ex-
pand users’ communication environment along with evolv-
ing cloud services. The users will be able to fully utilize
the 100-Gbps backbone network with the high-performance
protocol and improve the performance with the monitoring
tool in cooperation with SINET operators. More detailed
evaluation over the real field will be reported in the near fu-
ture.
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