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Fresh Tea Sprouts Segmentation via Capsule Network

Chunhua QIAN'-T, Student Member, Xiaoyan QIN'"", Hequn QIANG ™, Changyou QIN'",

SUMMARY  The segmentation performance of fresh tea sprouts is in-
adequate due to the uncontrollable posture. A novel method for Fresh Tea
Sprouts Segmentation based on Capsule Network (FTS-SegCaps) is pro-
posed in this paper. The spatial relationship between local parts and whole
tea sprout is retained and effectively utilized by a deep encoder-decoder
capsule network, which can reduce the effect of tea sprouts with uncontrol-
lable posture. Meanwhile, a patch-based local dynamic routing algorithm is
also proposed to solve the parameter explosion problem. The experimental
results indicate that the segmented tea sprouts via FTS-SegCaps are almost
coincident with the ground truth, and also show that the proposed method
has a better performance than the state-of-the-art methods.

key words: tea sprouts segmentation, patch-based local dynamic routing,
CapsNet, FTS-SegCaps

1. Introduction

Fresh tea sprouts segmentation is an important technology
of automatic tea picking systems based on machine vision.
The segmentation results affect the automatic picking accu-
racy directly. Moreover, the area and contour information
of the tea sprouts is mainly obtained from the segmenta-
tion results. In the last few years, many machine vision
based fresh tea sprouts detection or segmentation methods
are proposed. Zhang et al. [1] introduced a famous tea sprout
identification and segmentation method based on improved
watershed algorithm. Gui et al. [2] introduced a fresh tea
sprouts detection method via Yolov5, the bottleneck atten-
tion module is added to the backbone network to suppress
invalid information, but the detection accuracy is not high
enough to achieve the requirements of automatic tea picking
systems. A deep convolutional Encoder-Decoder Network
based fresh tea sprouts segmentation method is proposed in
[3], the SegNet is used as the backbone of the network to
gain the segmentation results.

Most Convolutional Neural Networks (CNNs) based
fresh tea sprouts segmentation methods have a better perfor-
mance than the traditional methods. CNNs currently utilize
pooling to route the information between layers, such as
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max-pooling and average pooling. However, pooling is a
naive way of routing as it discards information about the
precise location and pose of the entity within the region
which can be valuable for the classification purpose [4]. Re-
cently, a new structure called Capsule Network (CapsNet)
is proposed in [5] to overcome these shortcomings. The
main idea is to record the spatial relationship between local
parts and whole object by encoding operation. The routing
between capsules enables the network to recognize objects
from different viewpoints not seen in the original CNNs.
Therefore, we rethink the main processing steps of fresh tea
sprouts segmentation task, find that the spatial relationship
between tea sprouts can be utilized to improve the segmen-
tation performance. Motivated by [6], [7], A novel method
for Fresh Tea Sprouts Segmentation based on Capsule Net-
work (FTS-SegCaps) is proposed in this paper. In order to
solve the parameter explosion problem and further improve
the segmentation performance, a patch-based local dynamic
routing algorithm is also developed in the FTS-SegCaps.
From the comparisons of different segmentation method,
the segmented fresh tea sprouts via our method are more
coincident with the ground truth. The experimental results
show that the proposed method has a better performance than
the state-of-the-art methods.

2. Methods
2.1 The Proposed FTS-SegCaps

The network structure of the proposed FTS-SegCaps is
shown in Fig. 1, the input is a lager image (e.g. 360 x 480
pixels) containing fresh tea sprouts, and the output is the
corresponding segmentation result. The network backbone
is followed by U-Net and CapsNet, meanwhile, the skip con-
nections concatenating together capsule types from earlier
layer with the same spatial dimensions are also included.
The FTS-SegCaps mainly contains four types of capsules:
PrimaryCaps, SecondaryCaps, TertiaryCaps, SegCaps. We
utilize a 2D convolution to convert pixel intensities to lo-
cal features, each pixel is transformed into a single capsule
which contains a 16-dimensional vector, and in this way we
obtain the PrimaryCaps with a grid of 360 x 480 capsules.
Then the SecondaryCaps and TertiaryCaps are designed to
obtain high level features and the spatial relationship be-
tween local parts and the whole tea sprout. In the processing
of routing calculation between capsule layers, we proposed
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Fig.1  The network structure of the proposed FTS-SegCaps. The U-Net is utilized as the backbone,

and the skip connections concatenating together capsule types from earlier layer with the same spatial

dimensions are also included.

a patch-based local dynamic routing algorithm to solve the
memory burden and parameter explosion problem [§], the
details are shown in Sect.2.2. The child capsules are only
routed to parent capsules within a defined path-based local
window (the size is KD x w®, [ is the layer number), and
the transformation matrices are shared for each member of
the grid within the same capsule type. In Fig. 1, the routing
iterations used for PrimaryCaps is 1, and for other routing
layers are set to 3. In the proposed FTS-SegCaps, we also
add the skip connection to overcome the gradient vanishing
and over-fitting problem.

In order to obtain the fresh tea sprouts segmentation
results, we design the decoder part following the baseline
of U-Net. A 2D deconvolutional operation is utilized to
reconstruct the  same grid of the input image, and a 2D
convolution is also employed to obtain the SegCaps. Then
we compute the vectors length of each capsule in the Seg-
Caps layer to obtain the final segmentation results. The
main processing of deconvolutional operation is to upsam-
ple the child capsules to the corresponding parent capsules.
A learned transformation matrix from layer / to [ + 1 is de-

fined as M+, where t](.m)
U, i is tljle sub-grid of child capsules outputs at position
(x,y) in layer /. Then, we reshape the child capsule outputs
following the fractional striding formulation used in [9], and

calculate the prediction vectors by,

is a parent capsule type, and
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Algorithm 1: Patch-Based Local Dynamic Routing
Set @, 1, X, y, b, <0

for 4 iterations do
for all child capsules types 7 at (x,):
r, « softmax(b )

for all parent capsule types ;" at (x,y):
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for all parent capsule types ¢ at (x,):

Vv, , =squash ®,,)
for all child capsules types t,.”) :
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b «mean.(b +u
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return V,,

2.2 The Proposed Patch-Based Local Dynamic Routing
Algorithm

The routing algorithm used in the original CapsNet is fully-
connected, the parameter grows rapidly as the image gets
larger. Therefore, a patch-based local dynamic routing algo-
rithm is proposed to overcome these problems. In convolu-
tional capsules, the parent capsule at position (x, y) in layer
[ + 1 is defined as Px,y which receives a set of prediction
vectors @ 0 calculated by an A®) x w") grid of z di-

mensional child capsules in layer /. The routing coefficients
"0 ey used to obtain the py,, are calculated by a Softmax

operation,
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routed to px,,, and the value is updated in Algorithm 1.
Then, the output v, , is obtained via a squashing function[],

where b D,y is the log prior probabilities to predict @
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The main steps of the proposed patch-based local dy-
namic routing algorithm are summarized in Algorithm 1. d
is the routing iterations used in the routing algorithm. The
transformation martices M J+1) are shared for each member

of the grid within the same jcapsule type. Therefore, we uti-
lize two kinds of routings in Fig. 1 according to the different
capsule types.

3. Experiment and Evaluation
3.1 Dataset and Implement Details

The dataset used in the experiment contains 5180 RGB im-
ages at 360 x 480 resolution. Each image contains Longjing
tea sprouts obtained at 45-degree angle shooting or over-
shoot. 3108 images are utilized as the training data, and the
rest is test data. The ground-truth is obtained by manual seg-
mentation with labels as 1, 2 for background and tea sprouts
respectively. All input images are processed with the local
contrast normalization operation.

The experiments are run with 2 NVIDIA Tesla P40
GPU, the TensorFlow and Keras are utilized to implement
the model. To remain consistent, we train all models from
scratch on the dataset. We utilize the weighted-BCE loss
for the output in the FTS-SegCaps, set the learning rate to
0.0001, the routing iterations d = 1 for PrimaryCaps, d = 3
for other routing layers, and make /) = 9, w® = 12. In
the experiment, the Overlap Error (OE) and Relative Differ-
ence Error (RDE) are employed to evaluate the segmentation
results, the definitions of OE and RDE are in [3]. The Num-
ber of Training Parameters (NTP) and FPS are also used to
further evaluate the proposed algorithm.

3.2 Segmentation Results and Discussion
In order to evaluate the proposed FTS-SegCaps, we imple-

mented U-Net[10], SegNet[11], TS-SegNet[3] and Seg-
Caps [6] to compare the performance on fresh tea sprouts

Table 1  Fresh tea sprouts testing set accuracy with different methods.

OE RDE
Method Min  Max Mean Min Max Mean NTP FPS
U-Net[10] 0.17 034 0.26 008 029 019 5.04X%X10° 32
SegNet[11] 0.15 0.32 0.24 0.06 026 0.16 5.04X10° 25
TS-SegNet[3] 0.08 0.31 0.20 001 0.19 010 521X10° 24
SegCaps[6] 0.07 028 0.18 001 0.17 0.09 223X107 18

FTS-SegCaps 0.06  0.23 0.15 0.0l 0.13  0.07 9.75X10° 21
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Fig.2  Results on fresh tea sprouts segmentation with different methods.
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Fig.3 FTS-SegCaps mean accuracy of testing set with different routing
iterations.

segmentation. Table 1 shows the segmentation results of
testing set with different methods. The comparison results
indicate that the proposed FT'S-SegCaps has a better perfor-
mance on fresh tea sprouts segmentation. Compared to TS-
SegNet, the mean of OE and RDE obtained by our method
has dropped by 16.7% and 22.2% respectively. Moreover,
the NTP in our method is decreased by 56.3% and the FPS in-
creased by 16.7% compared to the SegCaps. The parameter
explosion problem is basically solved with the contribution
of the patch-based local dynamic routing algorithm.

Figure 2 shows some segmentation results of testing set
with different methods. Itcan be observed that the tea sprouts
region obtained by our method is closer to the ground-truth.
Moreover, the rotated tea sprouts also can be segmented
accurately with the contribution of the proposed CapsNet
structure and dynamic routing. The spatial relationship be-
tween local parts and whole tea sprout is effectively utilized
in our method, which leads to a better performance than the
state-of-the-art methods.

In the experimental part, we also compared different
routing iterations d to further verify the proposed FTS-
SegCaps. Figure 3 shows the mean accuracy of fresh tea
sprouts testing set with different routing iterations. The d
used for PrimaryCaps is set to 1, 3, 5 respectively, and for
other routing layers are set from 1 to 7 respectively. From the
comparison of different routing iterations, we observed that
too small or large routing iterations may lead to local optima
or overfitting problem. In Fig. 3, the d = 1 for PrimaryCaps
and d = 3 for other routing layers has the best performance
on fresh tea sprouts segmentation, which is similar to the
original CapsNet.

4. Conclusion

In this paper, a novel FTS-SegCaps method for fresh tea
sprouts segmentation is introduced. The spatial relationship
between local parts and whole fresh tea sprout is retained
and effectively utilized by the CapsNet structure. A patch-
based local dynamic routing algorithm is also proposed to
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solve the parameter explosion problem. With these strate-
gies, the fresh tea sprouts with different postures can be
segmented accurately via the proposed method. The exper-
imental results indicate that the proposed FT'S-SegCaps has
a better performance than the state-of-the-art methods. Fu-
ture work includes eliminating the effects of ambient lighting
or damaged old leaves, further improving the segmentation
performance, and collecting more data.
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