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PAPER
A Channel Contrastive Attention-Based Local-Nonlocal Mutual
Block on Super-Resolution

Yuhao LIU†, Member, Zhenzhong CHU††, and Lifei WEI†a), Nonmembers

SUMMARY In the realm of Single Image Super-Resolution (SISR), the
meticulously crafted Nonlocal Sparse Attention-based block demonstrates
its efficacy in noise reduction and computational cost reduction for nonlocal
(global) features. However, it neglect the traditional Convolutional-based
block, which proficient in handling local features. Thus, merging both the
Nonlocal Sparse Attention-based block and the Convolutional-based block
to concurrently manage local and nonlocal features poses a significant chal-
lenge. To tackle the aforementioned issues, this paper introduces the Chan-
nel Contrastive Attention-based Local-Nonlocal Mutual block (CCLN) for
Super-Resolution (SR). (1) We introduce the CCLN block, encompassing
the Local Sparse Convolutional-based block for local features and the Non-
local Sparse Attention-based network block for nonlocal features. (2) We in-
troduce Channel Contrastive Attention (CCA) blocks, incorporating Sparse
Aggregation into Convolutional-based blocks. Additionally, we introduce
a robust framework to fuse these two blocks, ensuring that each branch
operates according to its respective strengths. (3) The CCLN block can
seamlessly integrate into established network backbones like the Enhanced
Deep Super-Resolution network (EDSR), achieving in the Channel Atten-
tion based Local-Nonlocal Mutual Network (CCLNN). Experimental results
show that our CCLNN effectively leverages both local and nonlocal features,
outperforming other state-of-the-art algorithms.
key words: single-Image super-resolution, self-attention, channel con-
trastive attention, local and nonlocal features, contrastive learning

1. Introduction

SISR aims to reconstruct a high-resolution (HR) image from
a single low-resolution (LR) input image, presenting a non-
bijective mapping between LR and HR images. This results
in a challenging and ill-posed problem, complicating the
generation of high-quality HR details. Recent advances
in deep convolutional neural networks for SISR, includ-
ing Convolution [1]–[3], Attention [4]–[9], Sparse Aggrega-
tion [10], [11], Contrastive Learning [11], [12], and Local-
Nonlocal [11], [12] Mutual-based approaches, have achieved
notable success [13].

However, existing methods focus on extracting either
local or nonlocal features, each with its unique advantages.
Convolution-based SR [2], [3] excels at extracting local fea-
tures but is constrained by limited receptive fields. Non-
Local Attention-based SR [7] effectively captures nonlocal
features, while they are limited to specific LR image features
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(local or nonlocal features).
To overcome these limitations, we propose a novel ap-

proach that combines the strengths of Convolution-based SR
and Nonlocal Attention-based SR. The Nonlocal Attention-
based block emphasizes nonlocal feature extraction, while
the Convolution-based block focuses on local features, syn-
ergistically enhancing their benefits and mitigating draw-
backs. Challenges in this approach include: (1) Quadratic
computational cost (to the input size) in traditional Non-
local Attention-based SR [7], making parallel connection
challenging. (2) The Nonlocal Sparse Attention-based net-
work incorporates Sparse Aggregation, but simply placing
two blocks in parallel is not viable. This is because noise
passes through another branch, causing the Sparse Aggrega-
tion to fail for the Nonlocal Sparse Attention-based network.
(3) Generating appropriate input feature maps for both par-
allel blocks is crucial for optimal performance.

To address these challenges, we introduce the CCLN
block for SR, incorporating it into EDSR [3] to achieve
CCLNN. (1) Utilizing NLSA from Mei et al. [10] as our
attention-based block reduces computational cost and noise.
(2) Contrastive Learning-based Channel Attention for our
Convolutional-based block efficiently extracts desired fea-
ture maps, suppressing noise. (3) A framework facilitates
the fusion of two blocks: CCA ensures noise-free input for
Convolutional-based blocks, and NLSA can extract nonlocal
feature maps with a simple PA block beforehand. This com-
prehensive approach aims to overcome current limitations
and enhance SISR performance.

In summary, the main contributions of this paper are
three fold:

(1) Dual Block in Parallel for CCLN: We present a sim-
ple yet effective block (CCLN) encompassing the Lo-
cal Sparse Convolutional-based block for local features
and the Nonlocal Sparse Attention-based network block
for nonlocal features. Each branch optimally functions
within its specialized domain.

(2) Contrastive Learning and a robust framework: We in-
troduce the CCA blocks to generate Sparse Aggregation
for Convolutional-based block, and we also introduce
a robust framework designed to facilitate the fusion of
two blocks. This ensures a harmonized and noise-free
output for both branches.

(3) Seamless Integration and Enhanced Performance: We
seamlessly integrate the CCLN block into the back-
bone of the Enhanced Deep Super-Resolution network
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(EDSR), achieving the Channel Attention based Local-
Nonlocal Mutual Network (CCLNN). Experimental re-
sults demonstrate that our CCLNN effectively leverages
both local and nonlocal features, surpassing other state-
of-the-art algorithms.

2. Related Works

In this section, we will briefly introduce some of the fa-
mous algorithms related to our work, including: Convo-
lution [1]–[3], Attention [4]–[9], Sparse Aggregation [10],
[11], Contrastive Learning [11], [12] and Local-Nonlocal
Mutual [14]–[16] based SISR.

Convolutional-based SR, which is the typical classical
deep neural network algorithm for SISR, can extract the local
features efficiently, but the receptive field is limited by the
size of the convolutional kernel (typically 3×3). The Super-
Resolution Convolutional Neural Network (SRCNN) [1] is
known as the first Convolutional-based SR, which has only
3 convolutional layers. The Very Deep Convolutional Net-
works for SR (VDSR) [2] is with 20 convolutional layers,
so VDSR can extract deeper features, which will improve
the SR performance, but difficult to converge. EDSR [3],
another notable Convolutional-based SR, can achieve great
depth but still stable for the training procedure by removing
unnecessary modules. The SRCNN, VDSR, and EDSR are
well known classical SISR algorithms, the performance is
not superior, but they are still an inspiration for other algo-
rithms.

Attention, which has been categorized into classical at-
tention and nonlocal attention (self-attention) models, has
been extensively studied in previous research. The classi-
cal attention-based SR is straightforward and efficient, such
as: Channel Attention [4], Spatial Attention [5], and Pixel
Attention (PA) [6]. These attention-based models can ex-
tract feature weights efficiently under different dimensions.
Channel Attention can extract weights under the channel di-
mension (1D), Spatial Attention can extract weights under
the spatial dimension (2D), PA can extract weights under the
all-pixel dimension (3D). However, none of the three clas-
sical attention models took into account the weight values
from long-range (Nonlocal) features.

Many Self-Attention (also called Nonlocal Attention)
models have been introduced to account for long-range (Non-
local) features. Mei et al. [7] proposed the Cross-Scale Non-
Local (CSNL) attention module, which can deal with differ-
ent scale nonlocal features. By introducing a down-sample
scaling factor, CSNL can deal with different scale nonlocal
features. Niu et al. [8] propose the Holistic Attention Net-
work (HAN), consisting of a Layer Attention Module (LAM)
and a Channel-Spatial Attention Module (CSAM) to model
the interdependencies among layers, channels, and positions.
These Self-Attention-based models perform well, but their
computational cost is quadratic of the input size, and failed
to remove noise [11].

Sparse Aggregation is introduced to reduce the cost of
Self-Attention-based (Nonlocal Attention) models and to get

rid of noise. Mei et al. [10] proposed NLSA, which intro-
duced Sparse Aggregation into Nonlocal Attention. NLSA
rectified Nonlocal Attention with spherical Locality Sensi-
tive Hashing (LSH), which divides the input space into hash
buckets of related features, and computes the attention only
within the bucket to realize Sparse Aggregation. The NLSA
can reduce the computational cost from quadratic to asymp-
totically linear with respect to the spatial size. However, it
only considered the nonlocal features and don’t consider the
local features, so there is room for performance improve-
ment.

Contrastive Learning is used to distinguish relevant and
irrelevant features. Wang et al. [12] introduced Contrastive
Learning to BlindSR by proposing a Degradation-Aware SR
(DASR) network. They proposed a Contrastive loss for un-
supervised degradation representation learning by contrast-
ing positive pairs. As for SISR, Xia et al. [11] proposed a
novel Efficient Non-Local Contrastive Attention (ENLCA)
in SISR, which is considered as the first to introduce Con-
trastive Learning into the Nonlocal Attention to improve
sparsity by pulling relevant features closer and pushing ir-
relevant features away in the representation space. The Con-
trastive Learning in ENLCA is a great motivation for us to
introduce sparseness in the local blocks.

Local-Nonlocal Mutual method is a complex challenge.
Behjati et al. [16] proposed a novel procedure called Resid-
ual Attention Feature Group (RAFG), in which both Par-
allelizing Attention and Residual Block are linearly fused.
They also proposed a Directional Variance Attention Net-
work (DiVANet), which is a computationally efficient yet
accurate network for SISR. Our previous work [14] proposed
a Local and Non-Local Features Based Feedback Network
(LNFSR) on SR which introduced three different blocks, also
proposed an Up-Fusion-Delivery layer to hold three blocks.
Although LNFSR achieved acceptable performance, the net-
work is too large and the fusion method is crude and needs
further optimization. Our another previous work [15] pro-
posed a Dynamic Fusion of Local and Non-Local Features-
Based Feedback Network (DLNFN), which introduce two
different blocks, also proposed a dynamic weight block for
fusion two different blocks’ outputs. The DLNFN achieved
acceptable performance, but the network is too computa-
tion cost, can’t get rid of the noise due to without Sparse
Aggregation.

Building upon the previously analyzed works, we have
introduced the CCLN block for SISR. This design anticipates
the specialized roles of the Nonlocal Sparse Attention-based
block (for nonlocal features) and the Convolutional block (for
local features), leveraging their respective strengths. To ex-
tract nonlocal features with Sparse Aggregation, we adopted
the NLSA approach developed by Mei [10]. Additionally,
Contrastive Learning has been incorporated into the Convo-
lutional block for Sparse Aggregation, drawing inspiration
from Xia’s research [11].
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3. The Channel Contrastive Attention-Based Local-
Nonlocal Mutual (CCLN) Block for SR

In this section, we introduce our CCLN block for SR. Firstly,
we outline the overall architecture of the CCLN block in
Sect. 3.1, followed by a detailed discussion of its components
in Sect. 3.2. Lastly, we present the integration of our CCLN
block into EDSR, introducing the CCLNN, in Sect. 3.3.

3.1 The Overall Architecture of Our CCLN Block

In this section, we provide a comprehensive introduction to
the architecture of our CCLN block. Figure 1 illustrates
the overall structure of CCLN, comprising two fundamen-
tal blocks (Res block and NLSA block) and a framework
(the Channel Contrastive and Pixel Attention framework) to
seamlessly integrate them. Our CCLN block proposal is
both straightforward and efficient. Generally, X ∈ ℜC×H×W

refers to the input feature maps for a CCLN block, and
Y ∈ ℜC×H×W refers to the output feature maps, where C
is the channels for the output maps, H and W are the height
and width of each input feature map. Thus, the computation
of Y output is derived by Eq. (1).

Y = CCLN(X) (1)

The fundamental building blocks of our CCLN include
the Res block and the NLSA block, as depicted in Fig. 1. The
Res block consists of 2 convolutional layers with a ReLU
activation layer between them, and a skip connection linking
the head to the tail. This structure is akin to the basic block in
EDSR, emphasizing the extraction of local features. On the
other hand, the NLSA block, as intricately designed in Mei’s
work [10], is Transformer-based and focuses on extracting
nonlocal features. Leveraging the Channel Contrastive and
Pixel Attention framework within our CCLN block, both
blocks synergistically operate at their optimal capacity.

The Channel Contrastive and Pixel Attention frame-
work aims to integrate two fundamental blocks into our
CCLN, optimizing the performance of both blocks, as indi-
cated by the blue lines and blocks in Fig. 1. The generation
of desired inputs for these two basic blocks is pivotal for
the effectiveness of our framework. Consequently, we intro-
duced PA before the NLSA block, facilitating the extraction

Fig. 1 The overall architecture of our CCLN block.

of desired nonlocal feature inputs for the subsequent NLSA
block. Additionally, we introduce CCA before the Res block,
enabling the extraction of desired local features for the Res
block.

Data flow and connections in our CCLN follow this se-
quence: The input feature X is directed into both the PA and
CCA blocks to generate desired feature maps for subsequent
processing. The flow and connections proceed as follows:
Firstly, the output of PA is labeled as PA(X), and the output
of CCA is labeled as CCA(X). The feature map of PA(X) is
channeled into the NLSA block, which excels in extracting
nonlocal features even from distant features. The output of
the NLSA block is denoted as N LSA(PA(X)). Secondly, the
feature map of CCA(X) is fed into the Res block, capable of
extracting local features within the receptive field limited by
the kernel size (set to 3×3 for our CCLN). The output of the
Res block is denoted as Res(CCA(X)), and the Contrastive
Learning Loss is expressed as ℓcl . Lastly, the ultimate output
of our CCLN is simply the summation of NLSA’s output and
Res’s output, as denoted by Eq. (2):

Y = CCLN(X) = N LSA(PA(X)) + Res(CCA(X)) (2)

The architecture of our CCLN is straightforward and
efficient, avoiding excessive computational costs. The PA
achieves attention across all pixels using just one convo-
lutional layer with a 1 × 1 kernel. Consequently, the PA
introduces C × C parameters to our CCLN block. On the
other hand, the CCA introduces 2 × C × C/r parameters to
our CCLN block. With C representing the channels for the
output and r being the reduction parameter for CCA (set to
16 in our CCLN). Therefore, our CCLN block only intro-
duces (1 + 2/r) × C2 parameters to accommodate both base
blocks, the proposed structure of our CCLN block minimally
impacts computational costs.

3.2 Channel Contrastive Attention (CCA) of Our CCLN
Block

In this section, we provide a comprehensive introduction
to our CCA, illustrated in Fig. 2. Our CCA signifies an
improvement upon the traditional CA structure, with detailed
steps outlined below. The key difference between our CCA

Fig. 2 The structure of our CCA.
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Fig. 3 The proposed CCLNN network. Five CCLN blocks are embedded after every eight residual
blocks.

and the traditional CA is in step (2):

(1) First, the input features applies a 2D adaptive average
pooling, generating C × 1 × 1 dimensions’ output, then
applies 2 full connection layer, the output is a vector as
C dimensional vector.

(2) Next, different from traditional CA, the C-dimensional
vector are applied Contrastive Learning to introduce the
sparse aggregation.

(3) Finally, the C-dimensional vector with Sparse Aggre-
gation are fed into the original input features on each
channel.

In step (2), we employ Contrastive Learning on the
C-dimensional vector to introduce Sparse Aggregation into
CA block. The application of Contrastive Learning on CA
serves to balance the sparse constraint on outputs of two
branches (the outputs of the Res block and NLSA block)
to eliminate noise. Intuitively, within our CCA, increas-
ing the channel weight emphasizes relevant features, and
decreasing the channel weight (approaching 0) to filter out
irrelevant features, while leaving the middle weight features
unconstrained. So Contrastive Learning functions to filter
out irrelevant features while amplifying the weight of rele-
vant features, without affecting the middle weight features.
As depicted in Fig. 2, the Contrastive Learning Loss ℓcl for
our CCA can be formulated using Eqs. (3) and (4):

T ′
i = sort ↓ (WCA

i ) (3)

ℓcl =

C∑
i=1

−log(
∑nC

j=1 exp(T ′
i )/nC∑C

j=(1−n)C exp(T ′
i )/nC

) + b (4)

where WCA ∈ ℜC is a C-dimensional vector, WCA
i is the i-th

value of vector WCA, sort ↓ (·) means descending sort the
input, C is the channel of feature maps, n is the percentage
of channels of relevant and irrelevant features, b is a margin
constant. The input weight values WCA are first sorted using
Eq. (3), following which Contrastive Learning is applied to
the relevant (previous nC weight values) and irrelevant (last
nC weight values) features to introduce Sparse Aggregation.

Our CCA is motivated by Xia’s work [11], but the Con-
trastive Learning loss ℓcl in our CCA is simpler since our

Contrastive Learning works on the channel dimension. We
will discuss the n parameter in our ablation study section (in
Sect. 4.2), while other parameter values are the same as in
Xia’s work.

3.3 Channel Contrastive Attention-Based Local-Nonlocal
Mutual Network (CCLNN)

Our CCLN block seamlessly integrates into ResNet back-
bone algorithms, such as EDSR, achieving the CCLNN.
Therefore, in this paper, we leverage the CCLNN to demon-
strate the efficacy of our CCLN block. As depicted in Fig. 3,
the CCLNN model utilizes the EDSR backbone with 32
residual blocks, incorporating 5 CCLN blocks with one in-
sertion after every 8 residual blocks. The losses from all five
CCLN blocks (ℓcl[1], · · · , ℓcl[5]) are aggregated to form the
final loss function.

The loss function: The overall loss function ℓ of our
CCLNN is designed as Eqs. (5) and (6):

ℓrec =


|IHR − ISR




1 (5)

ℓ = ℓrec + λ ·
B∑
i=1
ℓcl[i]/B (6)

Where ℓrec represents the Mean Absolute Error (MAE) aim-
ing to reduce the distortion between the predicted SR image
ISR and the target HR image IHR, and λ is the weight be-
tween ℓrec and ℓcl , the total block number B is 5 in our
CCLNN. We will discuss the λ parameter in our ablation
study section (in Sect. 4.2).

Other implementation details: Here are other imple-
mentation details not mentioned above:

(1) We employed the ReLU as the activation function, and
the feature-map channel was set to 256. For all con-
volutional layers (except those mentioned above) in the
network, the kernel size is 3× 3. In Eq. (4), we set n for
Contrastive Learning to 15% for scales ×2 and ×3, and
10% for scale ×4. The margin b in Eq. (4) is set to 1,
and λ set to 4e − 3 for the weight between ℓrec and ℓcl
in Eq. (6).

(2) We utilize MAE loss (L1 loss) for optimizing our
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CCLNN, employing the Adam optimizer to optimize
network parameters with β1 = 0.9, β2 = 0.999, and
an initial learning rate of 1e − 4. The learning rate
is reduced by half every 200 epochs, and the training
process set to a total of 1000 epochs.

(3) We initiate the training process with a warm-up phase,
training the network for the first 150 epochs solely with
the loss function ℓrec as Eqs. (5). Subsequently, we pro-
ceed to train with the full loss function ℓ as Eqs. (6). The
network is implemented using the PyTorch framework.

4. Experimental Results

4.1 Datasets and Evaluation Metrics

We conducted all our experiments using the DIV2k database
for training, utilizing the entire train set (800 HR images) to
train all models. For augmenting the train images, we im-
plemented the following image reuse strategy: firstly, each
image is randomly cropped into a small patch. Secondly, all
patches perform random rotations of 0◦, 90◦, 180◦, 270◦, and
horizontal flipping. Finally, LR image patches are generated
from HR image patches using the BiCubic method. During
each epoch, all training images perform this data augmenta-
tion process 20 times. We set the input patch size (LR image
patch) to 48×48 for our CCLNN to strike a balance between
performance and computational cost.

4.2 Ablation Study

In this section, we perform ablation study to validate the ef-
fectiveness of our CCLNN. To reduce training costs, we halve
some critical parameters, specifically setting the feature-map
channel to 128, using 16 residual blocks, and 3 CCLN blocks.
This modified version is referred to as CCLNN-L, designed
for lightweight applications. We have also adjusted the train-
ing strategy to suit the CCLNN-L model, specifying a total
of 500 epochs, a warm-up epoch of 75 and adjust the learn-
ing rate by multiple 0.5 for every 150 epochs. For a fair
comparison, the algorithms compared in this section set to
the same parameters and training strategy.

Whether the Local-Nonlocal Mutual strategy en-
hances performance: We conducted an ablation study to
assess whether the Local-Nonlocal Mutual Network en-
hances performance, surpassing both single local feature-
based and single nonlocal feature-based networks. We com-
pared four algorithms, including two single local-feature-
based networks and two single nonlocal-feature-based net-
works: (1) Activation of only the Res block within our CCLN
block, denoted as CCLNN-local, to evaluate performance on
a single Nonlocal feature-based Network. (2) Application of
the well-known EDSR (with feature-map channel = 128, 16
residual blocks, denoted as EDSR-L) to eliminate the influ-
ence of our framework. (3) Activation of only the NLSA
block in our CCLN block, denoted as CCLNN-Non-L, to
evaluate performance on a single nonlocal-feature-based net-
work. (4) Application of the well-known NLSN [10] (with

Table 1 The ablation study on the Local-Nonlocal Mutual strategy at ×2
scale on Set5

Table 2 The ablation study on the Channel Contrastive Attention at ×2
scale on Set5

feature-map channel = 128, 16 residual blocks, denoted as
NLSN-L) to eliminate the influence of our framework. The
performances (PSNR) are detailed in Table 1.

In Table 1, our CCLNN-L demonstrated the best per-
formance, showcasing the efficiency of the Local-Nonlocal
Mutual Network. The traditional lightweight NLSN outper-
forms the lightweight EDSR, aligning with findings in their
previous work [3], [10]. Our CCLNN enhances the per-
formance of the NLSA-based structure but diminishes the
performance of the EDSR-based structure. This highlights
that different blocks possess distinct characteristics, empha-
sizing the need for a sophisticated structure design tailored
to each block.

Whether the Contrastive Learning enhances per-
formance: We conducted an ablation study to assess the
influence of Contrastive Learning within our CCA block on
performance. For comparison, we developed two distinct al-
gorithms, namely CCLNN-TSparse and CCLNN-NSparse.
The details of these two comparison algorithms are as fol-
lows:
(1) The CCLNN-TSparse: We employ traditional Sparse-
based Channel Attention as a comparison algorithm. We de-
fine the Sparse learning loss ℓcl under L1 norm for CCLNN-
TSparse as Eq. (7), utilizing the same notations as Eqs. (3).

ℓsparse =
1
C

·
C∑
i=1

|WCA
i | (7)

The overall loss function ℓ of CCLNN-TSparse is for-
mulated as Eq. (8), which is similar to Eq. (6), except that ℓcl
is replaced by ℓsparse.

ℓ = ℓrec + λ ·
B∑
i=1
ℓsparse[i]/B (8)

(2) The CCLNN-NSparse: We have omitted the Contrastive
Learning step for the CCA block, causing it to regress to
traditional Channel Attention. The performance (PSNR) is
detailed in Table 2.

In Table 2, our CCLNN-L demonstrated the best perfor-
mance, showcasing the efficiency of Contrastive Learning.
The CCLNN without Sparse (CCLNN-NSparse) achieved
the second-best performance with a slight margin compared
to CCLNN-L, while the CCLNN with traditional Sparse



1224
IEICE TRANS. INF. & SYST., VOL.E107–D, NO.9 SEPTEMBER 2024

Table 3 The ablation study on the value of n in Eq. (4) at ×2 scale on
Set5

Table 4 The ablation study on the value of λ in Eq. (6) at ×2 scale on
Set5

(CCLNN-TSparse) performed the worst, exhibiting a signif-
icant margin compared to CCLNN-L. We suspect that the
middle weight features (green in Fig. 2) play a crucial role in
further refining the SR image. Contrastive Learning’s ability
to filter out irrelevant features and magnify the weight of rele-
vant features, while leaving medium features unconstrained,
contributes to its effectiveness.

The percentage of channels (parameter: n) in
Eq. (4): As mentioned in Eq. (4), the percentage of chan-
nels with relevant and irrelevant features, denoted as n, in-
fluences the performance of our CCLNN. To identify the
optimal value for n, we conducted an ablation study, set-
ting n to [5%,15%,25%,35%,45%] (ensuring n < 50% to
prevent overlap). The performances (PSNR) are detailed in
Table 3, where n = 15% performs the best, so we choose the
parameter n = 15% for scale ×2.

The weight (parameter: λ) between ℓre f and ℓcl in
Eq. (6): As mentioned in Eq. (6), the weight between ℓrec
and ℓcl , denoted as λ, significantly influences the perfor-
mance of our CCLNN. Therefore, we conducted an ablation
study to determine the appropriate value for λ. Specifically,
we set λ to [2,4,6,8] × e−3. The performance (PSNR) is
detailed in Table 4, where λ = 2× e−3 yields the best perfor-
mance, so we choose the parameter λ = 2×e−3. Additionally,
we observe that the performance degrades rapidly if λ is too
large.

4.3 Comparisons with State-of-the-Arts

This section provides a quantitative comparison of our
CCLNN with other well-known state-of-the-art SR al-
gorithms. The selected state-of-the-art algorithms for
our experiment include SRCNN [1], VDSR [2], EDSR [3],
RCAN [4], RNAN+ [17], A2N [18], DiVANet+ [16], and
NLSN [10]. SRCNN, being the first proposed convolutional-
based SR algorithm, is considered the baseline for SR meth-
ods. SRCNN, VDSR, EDSR, and A2N are representative
convolutional-based algorithms, while RCAN, RNAN+, and
NLSN are representative attention-based algorithms. Ad-
ditionally, A2N and DiVANet+ are representative fusion-
block-based algorithms. We utilized official PyTorch-based
models for RCAN, A2N, DiVANet+, and NLSN algorithms
in our experiments, and retrained SRCNN, VDSR, and
EDSR algorithms as the official PyTorch-based models were
not available. To ensure a fair comparison, we excluded all

training tricks such as noise and Gaussian blurring.
We conducted experiments with upscale factors in the

range of [×2,×3,×4] for all state-of-the-art SR algorithms.
The performance is reported on five well-known stan-
dard benchmark datasets: Set5 [19], Set14 [20], B100 [21],
Urban100 [22], and Manga109 [23]. We evaluated the SR re-
sults based on PSNR and SSIM. The comprehensive results
are detailed in Table 5, where our CCLNN demonstrated the
best performance across all experiments.

At the ×2 scale, our CCLNN demonstrated the highest
performance. It secured the top position in three datasets
(Set5, B100, and Urban100), but ranked second (accord-
ing to the PSNR metric) and third (according to the SSIM
metric) in the Manga109 dataset. In the B100 dataset, our
CCLNN obtained a lower score in the SSIM metric com-
pared to NLSN, but outperformed it in the PSNR metric.
Moving to the ×3 scale, our CCLNN demonstrated the high-
est performance, surpassing the second-place algorithm with
a slight margin. It ranked best in two datasets (Set5 and
B100), second in two datasets (Urban100 and Manga109),
and in the Set14 dataset, our CCLNN outperformed NLSN
in the SSIM metric and tied in the PSNR metric. At the ×4
scale, our CCLNN demonstrated the highest performance.
It ranked best in two datasets (Set5 and Set14) but second
in the Urban100 dataset. In the B100 dataset, CCLNN un-
derperformed compared to NLSN in the SSIM metric but
outperformed in the PSNR metric. In the Manga109 dataset,
CCLNN underperformed compared to RNAN+ in the PSNR
metric but best in the SSIM metric.

We evaluated the resection field of our CCLNN and
NLSN (which performed second best) at scale ×2 using the
newly proposed Diffusion Index (DI) evaluation metric [24].
A higher DI value indicates greater pixel involvement. Our
CCLNN had an average DI of 21.11, while NLSN’s DI was
19.66, indicating that our CCLNN can encompass more pix-
els with the help of local features.

However, it is important to acknowledge that the im-
provements in PSNR and SSIM of our CCLNN compared
to NLSN (the second-place algorithm), especially in the ×3
scale, are not substantial. We aim for a balance between
performance and cost, and our proposed CCLNN achieves
the best performance with an acceptable margin without sig-
nificantly increasing the number of parameters (15%, 14%,
and 14% more than NLSN’s in the ×2, ×3, and ×4 scale,
respectively).

4.4 Visualized Analysis on Our CCLNN

In this section, we provide a visualized analysis of our
CCLNN along with five comparison algorithms. The com-
parison algorithms are as follows: SRCNN [1], EDSR [3],
RCAN [4], A2N [18], and NLSN [10]. Additionally, we in-
clude HR and LR images as benchmarks, and our CCLNN
is positioned at the bottom right. We selected three repre-
sentative sections (textures, letters, and figures) under scales
×2, ×3, and ×4 in Fig. 4.

The first image in Fig. 4 is ‘img060’ from the Urban100
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Table 5 The performance (PSNR/SSIM) of the considered state-of-the-art algorithms. (the best
performance is shown in red and the second-best performance is shown in blue)

Fig. 4 Visualized comparison on our CCLNN with other comparing Al-
gorithms

database at scale ×2. The floor exhibits linear textures that
are uniform and typically long-distance features. The lines in
HR have a top-right to bottom-left direction, while LR lacks
directional features. Therefore, the direction must be learned
from long-distance features. Only our CCLNN generated the
correct SR image, especially for the direction of the floor’s
textures. The SRCNN generates a completely wrong direc-
tion textures, and the other comparison algorithms generate
partially wrong dictation textures.

The second image in Fig. 4 is the ‘ppt3’ image from
the Set14 database at scale ×3. The letters ‘way’, which are

typical English letters, are too small to be identified in the×3
LR image, causing all algorithms to struggle in generating
clear letters. Only our CCLNN can produce recognizable
letters (‘way’), particularly the letters ‘a’ and ‘y’. For the
comparison algorithms, they fail to generate a clear letter
‘a’, and only RCAN generates a plausible letter ‘y’, still
not as accurate as our CCLNN’s. The convolutional-based
algorithms (SRCNN, EDSR, and A2N) fail to generate the
letter ‘w’, while the attention-based algorithms (RCAN and
NLSN) successfully generate a clear word ‘w’, showcasing
the effectiveness of attention-based algorithms.

The third image in Fig. 4 is image ‘253027’ from the
B100 database under scale ×4. The stripes of the zebra are
blurred and difficult to identify in the×4 LR image. Only our
CCLNN generates correct stripes, while all the comparison
algorithms produce imperfect stripes.

Based on the visualized analysis above, our CCLNN
consistently produces superior SR images compared to the
comparison algorithms. This is evident across three selected
typical sections (textures, letters, and figures), highlighting
that our CCLNN outperforms other state-of-the-art algo-
rithms in the visualized comparison.

5. Conclusions

In this paper, we introduce a novel CCLN block for
Super-Resolution (SR). The CCLN seamlessly integrates
a Convolutional-based block for local features and a Non-
local Sparse Attention-based network block for nonlocal
features. Additionally, we introduce a framework to com-
bine these two blocks, allowing each branch to leverage its
strengths. We introduce the CCA block also employs Con-
trastive Learning to generate Sparse Aggregation in the local
features, aimed at eliminating noise. Our CCLN block can
be seamlessly integrated into the ResNet backbone, such as
EDSR, to achieve the CCLNN. Experimental results demon-
strate that our CCLNN effectively utilizes both local and
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nonlocal features, outperforming other state-of-the-art algo-
rithms. However, we observe that achieving the ideal feature
distribution for the inputs of the two branches is critical
for the performance of the Local-Nonlocal Mutual block.
Therefore, our future work will focus on introducing a fea-
ture distribution method, such as the Clustering method [25],
before the Local-Nonlocal Mutual block to further enhance
performance.
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