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Ontology Matching and Repair Based on Semantic Association and
Probabilistic Logic

Nan WU†, Xiaocong LAI†, Mei CHEN†, and Ying PAN†a), Nonmembers

SUMMARY With the development of the Semantic Web, an increasing
number of researchers are utilizing ontology technology to construct do-
main ontology. Since there is no unified construction standard, ontology
heterogeneity occurs. The ontology matching method can fuse heteroge-
neous ontologies, which realizes the interoperability between knowledge
and associates to more relevant semantic information. In the case of differ-
ences between ontologies, how to reduce false matching and unsuccessful
matching is a critical problem to be solved. Moreover, as the number
of ontologies increases, the semantic relationship between ontologies be-
comes increasingly complex. Nevertheless, the current methods that solely
find the similarity of names between concepts are no longer sufficient.
Consequently, this paper proposes an ontology matching method based on
semantic association. Accurate matching pairs are discovered by existing
semantic knowledge, and then the potential semantic associations between
concepts are mined according to the characteristics of the contextual struc-
ture. The matching method can better carry out matching work based on
reliable knowledge. In addition, this paper introduces a probabilistic logic
repair method, which can detect and repair the conflict of matching re-
sults, to enhance the availability and reliability of matching results. The
experimental results show that the proposed method effectively improves
the quality of matching between ontologies and saves time on repairing
incorrect matching pairs. Besides, compared with the existing ontology
matching systems, the proposed method has better stability.
key words: semantic relevance, semantic similarity, ontology matching,
matching and repair

1. Introduction

In the development of the Semantic Web, ontology technol-
ogy has always attracted the attention of researchers, which
makes the research of ontology have a significant effect.
With the continuous improvement of ontology construction
platform functions, more and more researchers in different
industries can construct their ontologies according to re-
quirements [1]. Nevertheless, there are various complicated
semantic relationships between ontology concepts, which
lead to the differences between information and semantics
contained in the ontology. Therefore, Ontology Matching
(a.k.a. Ontology Alignment (OA)) technology is a method
proposed to solve the problem of ontology heterogeneity and
implement interoperability between ontologies. Ontology
matching technology has been used extensively in the fields
of ontology engineering, biomedical, Peer-to-Peer (P2P) in-
formation sharing, Web service composition, and semantic
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Internet of Things [2].
The core of ontology matching technology is to seman-

tic association concepts with similar meanings, where each
pair of associated concepts is called a matching pair. Usu-
ally, more semantic associations can be found to enhance
the matching effect based on the similarity of strings and
structures between concepts or the use of external knowl-
edge. Simultaneously, the combination of different similar-
ity calculation methods has its advantages. How to decrease
matching mistakes and unsuccessful matching and how to
perform high-quality and high-efficiency ontology matching
have been the goal of research in this field [3], [4].

Hence, this paper will concentrate on ontology match-
ing to carry out the following work:
(1) An Ontology Matching Method Based on Semantic Asso-
ciation (OMSA) is proposed. First, this approach introduces
a synonyms dictionary to calculate the semantic similarity
between concepts, which obtains a batch of accurate and
reliable matching pairs. Then, the structural similarity be-
tween entities is calculated based on the internal structural
relationships, which deduce more matching pairs contain-
ing potential semantic associations. The aforementioned
strategies facilitate matching based on reliable knowledge
to discover more semantic associations between ontologies,
surpassing singular similarity calculation methods.
(2) To enhance the usability of the matching results, in-
troduce a Probabilistic Description Logic (PDL) method,
which can detect and repair the logic conflicts of matching
results. Thus, an Ontology Matching System Based on Se-
mantic Association and Probabilistic Logic (OMS-SAAPL)
is proposed. This approach can provide better matching pair
detection and repair process, further improving matching
results.

The remains of the arrangement are as follows. Sec-
tion 2 introduces the current status of research on ontology
matching and alignment repair at home and abroad. Sec-
tion 3 describes the proposed ontology matching and re-
pair method based on semantic association and probabilistic
logic. Section 4 conducts comparative experiments on the
experimental dataset provided by the Ontology Evaluation
Alignment Initiative (OAEI) competition, which will demon-
strate the superiority of the proposed method. The last part
summarizes the research content and provides an outlook on
future research directions.

Copyright © 2024 The Institute of Electronics, Information and Communication Engineers
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2. Related Work

2.1 Research Status of Ontology Matching

With the continuous development of ontology technology,
pursuing a mature matching system can effectively solve
the difficulties of heterogeneity ontology fusion. Due to
the difference in data volume and structure of the ontology,
researchers have proposed quantities of ontology matching
systems from different knowledge perspectives. Existing on-
tology matching methods work from a single or multi-angle,
where multi-angle matching methods are greatly affected by
weight assignment.

In addition to the most essential string similarity cal-
culation methods, utilizing reliable knowledge improves the
matching quality. Faria et al. proposed an ontology match-
ing system based on lexical matching. This system utilized
external resources such as WordNet to assist in ontology
matching [5]. In practical applications, different ontologies
represent the same domain knowledge. Slater et al. proposed
an ontology-based vocabulary expansion method to achieve
knowledge fusion [6]. The synonym expansion algorithm
included two matching methods and steps, such as pruning
candidate synonyms. The cross-ontology synonym expan-
sion method could supplement the available vocabulary and
improve the matching efficiency.

Researchers also addressed the ontology matching
problem from the perspective of representation learning.
Hertling et al. proposed an instance-based class matching
approach. Initially, the Doc2vec approach was utilized to
acquire vector representations of concepts. Subsequently,
cosine distance was computed from the vectors to deter-
mine concept similarity [7]. Furthermore, Lütke utilized the
Graph Walk method to create a corpus. Subsequently, the
SkipGram model was used to learn the embedding repre-
sentations of the corpus. Lastly, the stable marriage algo-
rithm was utilized to identify optimal matches [8]. Never-
theless, the representations of entities are usually not accu-
rate enough, neglecting the rich information of the ontology.
Consequently, Li et al. proposed TransO, a knowledge rep-
resentation learning model based on ontology information
constraints, which could integrate rich ontology information
into knowledge graphs to enhance the performance of the
model [9].

With the increasing numbers of multilingualism on the
Web, the ontology should have richer multilingual anno-
tations to facilitate multilingual and cross-lingual ontology
matching tasks. Accordingly, Ibrahim et al. proposed a Mul-
tilingual Ontology Matching (MoMatch) approach to match-
ing different natural language ontologies [10]. The method
utilized a group of string similarity strategies to discover the
same matches between entities, while machine translation
was used to identify the correspondence between different
ontologies.

Besides the above methods, adding external resources
is also a way to enhance the quality of matching. Xue et

al. formally defined the entity matching problem of ontology
and proposed an ontology matching approach based on Inter-
active Compact Genetic Algorithm (ICGA) [11]. Compact
encoding mechanisms and expert interaction mechanisms
were utilized, which could enhance algorithm performance
and entity alignment quality.

Currently, an ontology matching system was to match a
couple of ontologies in the same domain. When confronted
with multi-domain problems, the existing ontology match-
ing system created scalability problems while disregarding
multi-domain specificities. Consequently, Silva et al. pro-
posed an ontology alignment approach, which measured the
semantic overlap of ontology based on a high-confidence
fast matching technique [12]. Two alignment strategies, pair-
based and increment-based, were utilized in the alignment
process.

Presently, a majority of ontology matching work is
based on concept names, ontology structures, and exter-
nal resources to match features. However, these traditional
methods disregard the semantic information between con-
cepts, which leads to low matching accuracy [4]. Beyond
that, ontology matching methods still maintain many chal-
lenges [13]. In different fields, how to select an adequately
matching method and cope with large ontologies more com-
prehensively and efficiently would be a question worth think-
ing about in future work.

2.2 Research Status of Alignment Repair

Usually, when at the fewest one unsatisfiable concept is in-
ferred from semantic information (i.e., two contradictory
conclusions are obtained), the problem of logical conflict
arises, which leads to ontology inconsistency. Consequently,
the matching results need to be detected and repaired after
matching. Alignment repair is a method to solve the problem
of logical conflict by removing some incoherent mappings.
In recent years, many researchers have proposed solutions to
the alignment repair problem, and the related researches are
as follows.

Frequently, the alignment of large ontologies was log-
ically inconsistent. Accordingly, Jiménez-Ruiz et al. intro-
duced an ontology matching tool with inferential and di-
agnostic capabilities. During reconciliation, it dynamically
detected unsatisfiable concepts and employed a greedy algo-
rithm to automatically rectify matching results [14]. Husein
et al. proposed a heuristic alignment repair approach based
on dynamic weighting [15]. First, looked for unsatisfiable
classes and kept the conflict mapping in the conflict set.
Then, two minimization focus diagnostic approaches had
employed in the repair stage, which minimized the number
and confidence values of removed mapping to accomplish
conflict-free alignments.

Some researchers have found that the inclusion rela-
tionship between concepts in ontology was similar to the
connectivity relationship between directed graph nodes. Li
et al. proposed a graph-based structure to resolve incoher-
ent mapping pairs [16]. Transformed the DL-Lite ontology
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into a graph structure, which would detect inconsistencies in
mapping pairs and found the max set of unrelated mapping
pairs. In addition, an influence function based on mapping
weights and graphs was designed to reduce the number of
expert decisions.

Generally, when agents used different ontologies to rep-
resent knowledge, ontology alignment was used for commu-
nication. Consequently, Van den Berg et al. proposed an
ontology alignment repair approach based on dynamic epis-
temic logic [17]. When a communication failure occurred,
the Agent could communicate and apply adaptation opera-
tors to detect and repair errors in ontology alignment.

If the ontology or data source schema changes, which
would require modifying the mapping associations between
ontologies. Consequently, Lembo et al. proposed a method
to repair mapping pairs based on the principle of minimum
change [18]. Furthermore, two concepts, deletion-based and
implicit-based mapping repair, were defined. Li et al. pro-
posed an approach to repair the mapping results of ontology
by using probabilistic reasoning and belief revision technol-
ogy [19]. First, the mapping weights were converted into
probability intervals using a probabilistic description logic
approach. Then, the probability intervals for incoherent
mapping pairs were relaxed, which could alleviate conflicts
until probabilistic coherence.

However, existing repair approaches usually utilize fea-
ture engineering or non-contextual word embeddings to re-
pair but do not outperform rule-based systems. He et al.
proposed an ontology alignment system based on the Bidi-
rectional Encoder Representation from Transformer (BERT)
model [20]. First, constructing a BERT fine-tuning task to
learn the meaning of the concept, which could apply the re-
sulting classifier to mapping predictions. Then, the mapping
was extended and repaired with ontology structure and logic.

Moreover, in many cases matching results were invalid
and required manual repair and review by domain experts.
Therefore, making full use of some inspection tools could as-
sist the work of experts. Santos et al. introduced an ontology
alignment repair and inspection tool, which displayed the
alignment between ontologies and helped experts visually
perform alignment repair tasks [21]. During the ontology
matching process, professionals could repair the ontology
in time, effectively avoiding a series of errors, but it took
quite a little time and effort. Alrabbaa et al. provided an in-
teractive view tool for Enhanced visual ontology navigation
and emendation (Evonne) [22]. This tool could display the
diagnosed defects and the modular structure of the ontology
described by atomic decomposition, which assisted evaluate
the effect of removing an axiom.

While the above approaches have achieved significant
results on the alignment repair problem, there are still some
deficiencies. Presently, alignment repair methods generally
collect candidate error mapping based on unsatisfiable con-
cepts. While such approaches ensure logical coherence,
repair does not necessarily guarantee the quality of the ob-
tained mapping, leading to inefficient repair [19], [23].

3. Ontology Matching and Repair Method Based on
Semantic Association and Probabilistic Logic

3.1 Related Concepts

Due to the complexity of ontology structure, researchers fre-
quently utilize Web Ontology Language (OWL) to describe
ontology. Presently, as there is no unified definition of on-
tology, the most common form definition is as follows.
Definition 3.1 (Ontology) [10]. The ontology O consists of
a quintuple, which can describe as O = ⟨C,HC,R,HR, I⟩,
where O consists of concept set C, concept hierarchy set
HC, relation set R, relational architecture HR, and instance
set I. This paper focuses on the matching relationships
between concepts in ontology. To ensure the standardization
of the paper description, O1 and O2 are used to represent
the two ontologies to be matched, and C1 and C2 represent
the two concepts to be matched in the ontologies O1 and O2,
respectively.
Definition 3.2 (Ontology matching) The matching pair
obtained by ontology matching consists of a quintuple
⟨id,C1,C2,R, w⟩. Where id represents the unique serial num-
ber of matching pairs, C1 and C2 describe the concepts in
the ontology O1 and O2, respectively. The R indicates the
relationship between C1 and C2, which contains a series
of relationships such as equality, inequality, inclusion, in-
tersection, etc. The w expresses the similarity value, and
w ∈ [0,1]. The higher the w value, the more likely it is that
C1 and C2 represent the same thing, and vice versa, the less
likely it is to be similar.

3.2 Ontology Matching Method Based on Semantic Asso-
ciation

3.2.1 Semantic Similarity

The calculation of semantic similarity usually requires the
assistance of the WordNet synonymy set. WordNet is a
large-scale English word knowledge base system, which de-
picts the lexical ontology in the form of a semantic net-
work, and plenty of synonymy sets are used to organize
various vocabularies. Usually, the semantic relationship be-
tween words contains synonymy, antonymy, hypernym and
hyponym, meronym and holonym, entailment, etc.

There are three main steps to matching. First, the
synonym table is imported, extracts two candidate match-
ing concepts from the to be matched ontology O1 and
O2, respectively, while denoted as C1 and C2, and maps
these two concepts into WordNet knowledge. Then,
look up its corresponding synonym sets Synonyms (C1)
and Synonyms (C2) from the vocabulary, where Syn-
onyms (C1) = {syn11, syn12, . . . , syn1n}, Synonyms (C2) =
{syn21, syn22, . . . , syn2m}. Ultimately, through the two syn-
onym sets, the similarity of the string is calculated as follows.

simWordNet (C1,C2) =
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1 , syn1i = syn2j

max
i=1,2,...,n;
j=1,2,...,m

(sim(syn1i, syn2j), sim(C1,C2)), others

(1)

Where i ∈ [1,n], j ∈ [1,m], where n and m are the number
of synonyms of C1 and C2, respectively. In conformity with
formula (1), when concepts C1 and C2 have the synonym,
their semantic similarity value simWordNet is 1. Otherwise,
calculate the similarity of the synonym of concepts C1 and
C2, while the maximum value is the value of simWordNet .
Where sim(syn1i, syn2j) and sim(C1,C2) are both calculated
cosine distances between two concepts or synonyms of the
concept, this cosine value can represent the degree of simi-
larity between the two concepts.

3.2.2 Structural Similarity

Typically, ontology is constructed based on the hierarchy of
concepts. The researchers discovered that the structure com-
posed of three semantic relationships, such as subClassOf,
is-a, and part-of closely resembled the shape of a directed
acyclic graph. Generally, the calculation method of struc-
tural similarity between concepts is based on the contextual
semantic relationship. There are two main structure-based
matching methods:
(1) If the ancestor nodes of the two concepts to be matched
match each other, it follows that the two concepts are more
likely to match each other;
(2) The similarity of two concepts can transfer the matching
relationship to adjacent nodes. When two entities can match
each other, the surrounding entities have a high probability
of matching.

The most common approach is to match the ancestor
or descendant nodes of two concepts through the contextual
structure. The similarity of the two nodes to be matched can
calculate by comparing the similarity of the ancestor node
or descendant node. Figure 1 shows the calculation method
of similarity.

The premise of the above two methods is to obtain
some matching pairs as known semantic knowledge, which

Fig. 1 Calculation of structure similarity.

assists in the inference calculation of the contextual struc-
ture. Therefore, when the correctness of the matching pair is
higher, the matching effect will not be extensively affected.
In this paper, the structural similarity is calculated by merg-
ing the ancestor node and descendant node, which can obtain
a more reliable similarity value.

For a given concept C1 and C2, the matching pairs cor-
responding to their adjacent ancestor nodes are Mparent =

{P1,P2, . . . ,Pk}, and the matching pairs corresponding to
their adjacent descendant nodes are Mson = {S1,S2, . . . ,St }.
Among these, k and t represent the total number of ex-
isting ancestor node matching pairs and descendant node
matching pairs, respectively. Where Pi (i ∈ [1, k]) and
Sj ( j ∈ [1, t]) are both described as serial numbers of match-
ing pairs, through which the two concepts that constitute the
matching pair and their corresponding similarity values can
be acquired. Formula (2) defines the similarity calculation
approach based on the contextual structure of concepts C1
and C2.

simstructure(C1,C2)

= ω1 ∗
∑k

i=1 weightPi

k
+ ω2 ∗

∑t
j=1 weightS j

t
(2)

Among them, ω1 and ω2 define the weights of ancestor
and descendant mapping in structural similarity calculation.
Moreover, weightPi and weightS j represent the similarity
of Pi and Sj , respectively.

Due to the particularity of the contextual structure, ω1
and ω2 are defined by formula (3).

f (ω1,ω2) =

ω1 = ω2 = 0.5, When k > 0 and t > 0
ω1 = 1, When k > 0 and t = 0
ω2 = 1, When k = 0 and t > 0

(3)

In accordance with Eq. (3), when there is no ancestor match-
ing pair between C1 and C2, set ω2 = 1. When there is no
descendant matching pair between C1 and C2, set ω1 = 1.
When both are present, set ω1 = ω2 = 0.5. Through struc-
tural similarity calculation, reliable potential matching pairs
can be retained.

3.2.3 Ontology Matching Process

The design idea of the OMSA method is as follows: First, the
semantic similarity of the ontology O1 and O2 to be matched
is calculated, and the matching pairs below the threshold τ
are filtered to obtain the preliminary matching results. Then,
calculate the structural similarity of the concepts that failed
to match in ontology O1 and O2, filter the matching pairs
below the threshold τ, and more matching results containing
potential semantic associations are obtained. Table 1 shows
the pseudocode of the ontology matching process. The spe-
cific processing steps are as follows.

(1) The concepts C1 and C2 are extracted from ontology O1
and O2 to be matched, respectively.
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Table 1 Pseudocode for the ontology matching process.

(2) Calculate the semantic similarity of concepts C1 and
C2, denoted as simWordNet (C1,C2). As long as all the
concepts in O2 have traversed, then filter. The principle
of filtering is to store them in the candidate list List1
when simWordNet (C1,C2) > τ. Otherwise, continue
to select the next concept from O2 and perform the
iterative calculation in step (2).

(3) The concept with the maximum semantic similarity
value is selected from List1 and stored with C1 in the
matching result M, then deletes this concept from on-
tology O2. When all concepts in ontology O1 have
traversed, go to the next step.

(4) The preliminary matching result M is obtained through
semantic similarity, and all successfully matched con-
cepts are deleted from O1.

(5) Two unmatched concepts, C1 and C2, are extracted from
ontology O1 and O2, respectively.

(6) Calculate the structural similarity of concepts C1 and
C2, denoted as simstructure(C1,C2). When all the con-
cepts in O2 have traversed, the next step is filtering. The
criterion of filtering is to store them in the candidate list
List2 when simstructure(C1,C2) > τ. On the contrary,

the next concept is selected from O2 to perform the
iterative calculation in step (6).

(7) The concept with the maximum structural similarity
value is determined from List2 and stored with C1 in
the matching result M, then deletes this concept from
ontology O2. When all concepts in ontology O1 have
traversed, go to the next step.

(8) Output the final matching result M.

3.3 Alignment Repair Method Based on Probabilistic
Logic

3.3.1 Related Concepts

Probabilistic description logic is an extension of description
logic, which utilizes probability to infer uncertain knowledge
in the objective world, thereby providing a rationale for the
occurrence of uncertain knowledge. The related concepts
of the PDL method are defined while demonstrating the
superiority of the repair method [19], [24].

In the knowledge base, there is an interpretation I =
(∆I , •I ), in which IC is defined as the set of worlds related
to the concept set C. Among them, ∆I represents the inter-
pretation domain, •I represents the interpretation function.
In probabilistic logic, as long as there is a probabilistic in-
terpretation that Pr is a function on IC , it can be defined as
Pr : IC → [0,1], and

∑
W ∈IC Pr(W) = 1. In the real world,

it can be comprehended that the sum of all possible proba-
bilities of an event is 1. In the ontology knowledge base, if
there is a probabilistic interpretation that Pr satisfies a TBox
(Terminological Axioms), it can be expressed as Pr ⊨ TBox.
Consequently, solving the inconsistency problem in TBox
can be converted into cracking the inconsistency problem of
Pr. The probabilistic knowledge base consists of two parts,
one is PTBox set, which is a classical (descriptive logic)
knowledge base, including the term probabilistic knowledge.
Another is the PABox set, which contains the assertion of
probabilistic knowledge about instances. This paper merely
analyzes the term set, so it solely introduces PTBox.
Definition 3.3 (Probabilistic Satisfiability of Concepts) [18].
Given a knowledge base T, concept C is satisfied in T when
T possesses a model that satisfies Pr(Pr ⊨ T) and Pr(C) > 0.

When applying this constraint to the repair process of
matching results, it is essential to map the weights of match-
ing pairs into a probability interval. The mapping transfor-
mation rules are defined as formulas (4)–(6), which facilitate
the repair work utilizing the probabilistic logic approach.

(Ai,Bj,⊑,n) 7−→ (Bj |Ai)[n,1] (4)
(Ai,Bj,⊒,n) 7−→ (Ai |Bj)[n,1] (5)
(Ai,Bj,≡,n) 7−→ (Ai ⊓ Bj |Ai ⊓ Bj)[n,1] (6)

Where Ai and Bj represent the matching pair to be repaired,
n is the weight of the matching. In addition, ⊑ indicates the
inclusion relationship, ⊒ indicates its inverse, and ≡ indi-
cates the equivalence relationship. Equation (6) represents
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the conversion of the matching pair into two conditional in-
tervals, (Bj |Ai)[n,1] and (Ai |Bj)[n,1].
Definition 3.4 (Probabilistic incoherent alignment) [19].
Suppose there are two ontologies Oi and O j , and M is their
matching result. Assuming that M is probabilistically in-
coherent, it means that in the semantic knowledge before
ontology matching, then there is at least one concept C that
is probabilistically satisfiable in Oi or O j but probabilisti-
cally is not satisfiable in Oi ∪O j ∪MC. In the formula, MC
is the constraint condition for converting M according to the
mapping rules (4)–(6). If there is no such concept C, M is
probabilistically coherent.

From Eqs. (4)–(6), when the concept C is probabilisti-
cally unsatisfiable at Oi ∪O j ∪M, then the concept C is also
probabilistically unsatisfiable after transformation through
the transformation rule.

3.3.2 Alignment Repair Process for Matching Results

The probabilistic logic and standard correction methods are
used to detect and repair the matching results. Probabilistic
logic is primarily utilized to reason inconsistent knowledge,
and the probability interval is adjusted appropriately to alle-
viate the inconsistency.

In the alignment repair method based on probabilistic
logic, to decrease the computational complexity, a threshold
ϵ is designated for the string size of the two concepts in the
matching pair to filter. There are two steps to determining
the threshold: First, the longest string maxlength (C1) and
maxlength (C2) and the shortest string minlength (C1) and
minlength (C2) are extracted from the two concept sets C1
and C2, respectively. Then, 80% of the difference between
the maximum and the minimum number of strings in the two
concept sets is the size of ϵ , calculated by the formula (7).
Among them, the determination of the ϵ value as 0.8 pri-
marily relies on empirical rules [19]. The threshold can be
set to dynamically adapt to concept sets of varying lengths,
enhancing the algorithm’s flexibility.

δ = (max(maxlength(C1),maxlength(C2))
− min(minlength(C1),minlength(C2)) + 1) × 0.8

(7)

If there is a string in the matching pair that exceeds the
threshold δ, the satisfiability of its probability is not detected,
i.e., the matching pair is judged as an irrelevant matching pair
and repaired directly.

A probabilistic logic repair approach is introduced un-
der the traditional framework to alleviate logic conflicts.
The specific implementation steps are as follows. The pseu-
docode for step 3 is shown in Table 2.

(1) Collect potentially false matching pairs. The seman-
tics between two ontologies and their matching re-
sults are associated, which can discover the Minimal
Incoherence-Preserving Subset (MIPS). Among them,
MIPS contain potentially false matching pairs.

(2) Select a candidate matching pair. Depending on the

Table 2 Pseudocode for repair candidate matching pairs.

frequency of false mapping, semantic relevance, and
weight of matching pairs, the most appropriate match-
ing pairs are selected from MIPS for repair.

(3) Repair candidate matching pairs. As long as there is no
potential implicit condition in the candidate matching
pair, it is deleted directly without repair. Otherwise,
it needs to be repaired. These two repair strategies
are employed to reduce computational complexity. The
first strategy is to repair candidate matching pairs di-
rectly. When the string lengths of the two concepts
are too complicated, that is, greater than the threshold
δ. The second strategy is utilized to solve the case
where the string length of the two concepts is less than
the threshold δ in the candidate matching pair. First,
the matching pairs are converted by the Eqs. (4)–(6).
Then, it is determined whether the matching pairs are
probabilistically incoherent. If the probabilities are co-
herent, retain them. Otherwise, it is critical to adjust its
probability interval to alleviate its incoherence. If the
probabilistically incoherent remain, repair them.

(4) Update MIPS. Remove MIPS associated with candidate
matching pairs and continue to iterate steps (2) to (4)
until no MIPS appear.

3.4 OMS-SAAPL System

The ontology matching method based on semantic associa-
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tion and the alignment repair method based on probabilistic
logic are combined to construct a matching system named
OMS-SAAPL. The system primarily contains four steps,
and its processing process is as follows.

(1) Preprocessing. The ontology O1 and O2 to be matched
are input in the form of OWL files, and then the ontolo-
gies are loaded and parsed using the Jena tool, and the
extracted concepts are stored in a list. Simultaneously,
irrelevant information is removed from the textual de-
scription of the concepts.

(2) Matching processing. First, the WordNet synonym set
is utilized to assist in calculating the semantic simi-
larity of concepts. Then, the structural similarity of
the unmatched concepts is calculated. The matching
approach OMSA is described in detail in Sect. 3.2.

(3) Repairing process for matching results. First, the
matching results M is combined with the semantic
knowledge of ontology. Then, the matching results
are detected and repaired utilizing the ARPL approach.
The specific repair process is introduced in Sect. 3.3.

(4) Output the final result.

4. Experimental Results and Analysis

4.1 Experimental Environment and Dataset

The experimental running environment is a computer with
Intel(R) Core(TM) i7-9700CPU @3.6 GHz and 16 GB mem-
ory. Written in Java language, the development platform is
Eclipse, JDK1.8. The experimental process calls for some
approaches of open-source toolkits, such as Jena, OWLAPI,
and dictionary WordNet.

This paper adopts the experimental dataset provided
by the OAEI, including the National Cancer Institute The-
saurus (NCI), Foundational Model of Anatomy (FMA), and
the Systematized Nomenclature of Human and Veterinary
Medicine (SNOMED) Clinical Terms. In addition, anatom-
ical Adult Mouse Anatomy (MA) and part of the Describe
Human Anatomy are utilized as experimental data. The
number of concepts and standard matching contained in the
experimental data are shown in Table 3.

4.2 Experiment Evaluation Index

OAEI provides the Unified Medical Language System
(UMLS) as a reference standard for ontology matching and

Table 3 Corresponding matching ontology and data information.

repair. The evaluation indexes provided are the precision
(P), recall (R), and F1-measure value (F1), which are calcu-
lated by the formula (8)–(10). In the logic repair stage, the
number of unsatisfiable concepts (denoted as Unsat.) and the
proportion of the number of unsatisfiable concepts (denoted
as Degree) are used. The calculation formula is defined as
formula (11).

P =
|M ∩ Ref |

|M| (8)

R =
|M ∩ Ref |
|Ref | (9)

F1 =
2 × P × R

P + R
(10)

Degree =
Unsat.
n + m

(11)

Among them, M represents the matching result received after
utilizing the matching approach or the repair result acquired
after employing the matching or repair method.

4.3 Experimental Results and Analysis

4.3.1 Comparison and Analysis of Ontology Matching
Methods

When experimented on the MA-Human dataset, the OMSA
method is compared with the seven methods, which
are LogMapLite [25], FCA-MAP-KG [26], DOME [7],
AGM [8], Alin [27], Lily [28], and Wiktionary [29]. Mean-
while, in the three datasets of FMA-NCI, FMA-SNOMED,
and SNOMED-NCI, the OMSA method is compared with
the five methods of LogMapLite, FCA-Map-KG, DOME,
AGM, and Wiktionary.

Since the DOME and AGM approaches have been in-
troduced in Sect. 2, further elaboration is not repeated here.
The remaining methods are described as follows:
(1) LogMapLite is a lightweight matching system primarily
employing string matching techniques, devoid of reasoning
and repair operations.
(2) The FCA-Map-KG approach is a knowledge graph match-
ing system based on formal concept analysis, supporting the
matching of large-scale and intricate biomedical ontologies.
(3) The Alin approach utilizes WordNet and domain-specific
ontologies to find synonyms between entities. Subsequently,
methods like Jaccard are used to calculate character similar-
ity between concepts.
(4) The Lily method employs semantic subgraphs to grasp
the true meaning of ontologies. It then measures character
similarity between ontologies using a semantic description
document matcher.
(5) The Wiktionary method leverages synonym relationships
between ontologies and incorporates Wiktionary as external
background knowledge to assist in ontology matching.
The experimental results are shown in Tables 4 to 7.

From Tables 4 to 7, it can be seen that the OMSA
approach achieves the best results in terms of recall and F1-
measure value in the four datasets. Among them, the recall
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Table 4 MA-Human dataset matching results.

Table 5 FMA-NCI dataset matching results.

Table 6 FMA-SNOMED dataset matching results.

Table 7 SNOMED-NCI dataset matching results.

increased in the range of 7.4% to 72.9%; the F1-measure
value improved in the range of 3.5% to 77%. As can be
seen from the recall that the OMSA method can match more
accurate matching pairs, which improves the matching effi-
ciency. In terms of precision, the DOME method has cer-
tain advantages in the FMA-SNOMED and SNOMED-NCI

Table 8 Unsatisfiable concept cases.

Table 9 Average consumption time (unit: seconds).

datasets. While in the MA-Human and FMA-NCI datasets,
the FCA-Map-KG and Wiktionary methods have the highest
precision, respectively.

In this paper, semantic similarity and structural similar-
ity are combined. First, WordNet dictionaries contain large
amounts of existing knowledge information, which helps
calculate the semantic similarity between entities. Then,
potential matching pairs can be mined utilizing structural
similarity. In general, the proposed OMSA method aims
to explore the degree of association between concepts with
similar meanings but distinct names. This approach effec-
tively addresses similarity issues among synonyms, thereby
enhancing the efficiency of ontology matching.

4.3.2 Comparison and Analysis of Alignment Repair
Methods

In the Alignment repair method based on the probabilis-
tic logic (ARPL), the ϵ value that limits the string length
of matching pairs is added. In the original alignment re-
pair method based on probability logic (original ARPL,
OARPL [19]), the value of ϵ is fixed to 25. Accordingly, this
paper will compare the repair time of ARPL and OARPL
methods.

Since the larger the number of unsatisfiable concepts,
the higher the degree of conflict and the longer the repair
time. The number and proportion of unsatisfiable concepts
are shown in Table 8.

Table 9 shows the average time consumed by ARPL
and OAPRL methods, where the ARPL method saves more
time. In particular, on MA-Human, FMA-NCI, and FMA-
SNOMED datasets, the proposed ARPL approach saves
0.1 s, 0.4 s, and 64.8 s, respectively. The experimental results
show that with the increase in the number of unsatisfiable
concepts in the ontology, the ARPL approach saves more
time.

Figures 2 to 4 illustrate the specific time it takes for
OAPRL and APRL methods to be repaired 10 times on the
MA-Human, FMA-NCI, and FMA-SNOMET datasets. Fig-
ures 2 to 4 make the conclusions in Table 9 more accurate,
reliable and persuasive.

From the experimental results, it can be seen that for the
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Fig. 2 MA-Human dataset repair time.

Fig. 3 FMA-NCI dataset repair time.

Fig. 4 FMA-SNOMED dataset repair time.

matching results with a low degree of conflict, the time con-
sumption of the two methods of ARPL and OARPL are the
same. Compared to the MA-Human dataset, as the number of
unsatisfiable concepts in the FMA-NCI and FMA-SNOMED
datasets increases, utilizing the ARPL method can save time.
Specifically, as illustrated in Fig. 2, the OARPL method ex-
hibits less repair time than the ARPL method proposed in
this paper after the 8th run. Consequently, the average repair
time values provided in Table 9 can better reflect the supe-
riority of the ARPL method. Overall, the ARPL method
proposed in this paper has certain advantages in repair.

Fig. 5 MA-Human dataset matching and repair result.

Fig. 6 FMA-NCI dataset matching and repair results.

4.3.3 Comparison and Analysis of Ontology Matching
Systems

Consequently, in the comparative experiment of the match-
ing system based on logical repair, the proposed OMS-
SAAPL system and AML [5], LogMap [14], and LogMap-
Bio [25] systems are compared on MA-Human, FMA-NCI,
and FMA-SNOMED datasets.

Since the AML and LogMap approaches have been
introduced in Sect. 2, further elaboration is not repeated here.
The LogMapBio method is an extension of the LogMap
system that utilizes BioPortal as an intermediate ontology to
assist in matching. The experimental results are shown in
Figs. 5 to 8.

According to the analysis of Figs. 5 to 8, the precision
of the proposed OMS-SAAPL system on the MA-Human
dataset is improved by 0.3%, 4.2%, and 9.1%, respectively,
compared with the AML, LogMap, and LogMapBio sys-
tems. At the same time, F1-measure value also achieves
the best results. In the FMA-NCI dataset, the OMS-SAAPL
system increased the F1-measure value by 1.5%, 1.9%, and
0.6%, respectively, compared with the other three systems.
In addition, the recall and F1-measure value ranked second
in both FMA-SNOMED and SNOMED-NCI datasets. It
can be seen that the OMS-SAAPL system has better stability
than other systems.
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Fig. 7 FMA-SNOMED dataset matching and repair results.

Fig. 8 SNOMED-NCI dataset matching and repair results.

5. Conclusions

If the existing knowledge conclusions can be utilized to rea-
son and judge again, this can obtain more matching pairs
containing potential semantic associations. Based on this
idea, an ontology matching and repair method based on se-
mantic association and probabilistic logic is proposed. This
method combines semantics and contextual structure to dis-
cover more reliable matching pairs. Besides, to check the
logical correctness of its matching results, a probabilistic
logic method is introduced. Meanwhile, the parameter con-
straint is added to the concept name of the matching pair,
which improves the reliability of the matching result.

In the future, related research will be explored in the fol-
lowing directions. (1) Currently, ontology matching studies
mainly focus on the semantic similarity of terms and contex-
tual structure, while ignoring the knowledge of attributes and
instances. (2) Compared with the local matching method,
the matching method that considers the global will obtain
a higher number of matches. (3) Exclusively modifying or
deleting matching pairs cannot solve the conflict problem.
It is crucial to diagnose the semantic errors of the original
knowledge and make adjustments and modifications.
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